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The Phonological Mind

Humans instinctively form words by weaving patterns of meaningless speech
elements. Moreover, we do so in specific, regular ways. We contrast dogs and
gods, favor blogs over lbogs. We begin forming sound-patterns at birth and, like
songbirds, we do so spontaneously, even in the absence of an adult model. We
even impose these phonological patterns on invented cultural technologies such
as reading and writing. But why are humans compelled to generate phonological
patterns? And why do different phonological systems — signed and spoken —
share aspects of their design? Drawing on findings from a broad range of
disciplines including linguistics, experimerital psychology, neuroscience, and
comparative animal studies, Iris Berent explores these questions and proposes a
new hypothesis about the architecture of the phonological mind.

IRIS BERENT is a Professor of Psychology at Northeastern University, Boston.
Her research concerns phonology, morphology, and reading. She has published
extensively in psychological and linguistic journals.
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Preface

This book concerns a linguistic human compulsion — our tendency to assemble
words that comprise internal patterns. All natural languages manifest such
patterns — no known human tongue uses only single atomic sounds as words
(e.g., “a o u” for ‘Ilove you’). Rather, words are intricately woven from smaller
meaningless elements that form systematic patterns — we contrast god with dog
and blog with globe. We begin spinning these webs in the womb, and we do so
prodigiously, not only for familiar words but also for ones that we have never
heard before. Our instinct to form those meaningless patterns is so robust that
children have been shown to generate them spontaneously, even if they have
witnessed no such patterns in their own linguistic community. In fact, people
impose these patterns not only on their natural linguistic communication but
also on their invented cultural technologies — reading and writing. This book
seeks to unveil the basis of this human compulsion.

The human capacity to weave linguistic messages from patterns of mean-
ingless elements (typically, speech sound) is phonology. Phonology has been
the subject of much previous research, mostly in linguistics and psychology. For
the most part, however, these efforts have proceeded in parallel lines across
different disciplines, and as a result our understanding of the phonological mind
remains fragmentary. Linguists (specifically, those in the field of formal pho-
nology) have mostly concerned themselves with the structure of the phonolog-
ical grammar, but the cognitive mechanisms underlying phonological patterns
are rarely considered. Psychologists, for their part, have assumed without
question that phonological patterns can be adequately handled by rather simple,
non-specialized computational systems, but these investigations remain largely
divorced from the progress made in formal phonological theory in recent
decades. This book seeks to bridge the interdisciplinary divide and reconsider
phonology in a new light.

At the center of this book is a novel hypothesis regarding the architecture of
the phonological mind. The discussion evaluates this hypothesis against recent
advances in formal linguistics, cognitive science, neuroscience, and genetics
and reviews these literatures in a manner that is accessible to readers across
various disciplines. In so doing, I hope to spark renewed interest in the design of
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phonological patterns and to demonstrate the benefits of an interdisciplinary
approach to the study of this intricate human capacity. To facilitate dialog across
disciplines, I have tried to present the material in a manner that is accessible to
professionals and advanced students in either field — psychology or linguistics —
who lack expertise in the neighboring discipline. This approach necessarily
requires some measure of simplification. I have thus attempted to minimize the
use of technical jargon; in as much as possible, T have deliberately attempted to
avoid the use of phonetic transcription, and, when background information is
absolutely necessary, I provide it in “Box” inserts.

Readers can choose to selectively focus on distinct portions of this book,
depending on their interests. The Introduction (Part I, Chapters 1-3) provides
an accessible overview of the main thesis of the book. The subsequent three
parts provide more technical discussion of the different aspects of the thesis,
and these sections can be read independently. Part II (Algebraic phonology,
Chapters 4-5) examines the basis of the human capacity to generalize phono-
logical knowledge by investigating the computational properties of the phono-
logical mind. Part ITT (Chapters 6-8, Phonological universals) considers the
design of phonological systems and the extent that they are constrained to
putatively universal principles. Chapter 6 reviews linguistic evidence for pho-
nological universals. Although the discussion targets readers with minimal
linguistic expertise, this chapter is probably the heaviest on linguistic theory.
Readers can therefore pick and choose, as subsequent chapters do not require
detailed understanding of this one. Chapters 7-8 consider the role of grammat-
ical phonological universals in light of experimental evidence; Chapter 7 eval-
uates numerous case studies, whereas Chapter 8 focuses in depth on a single
case. The final part of the book, Chapters 9—12, examines phonological ontogeny
(the development of phonological competence with special emphasis on the
first year of life), phylogeny (a comparative analysis of “phonological” abilities
across species and their evolution), hardware (brain arcas mediating phonolog-
ical computation and their genetic regulation) and technology (i.e., reading and
writing — both typical and impaired, in dyslexia). Conclusions and caveats are
presented in Chapter 13.

This book is the product of many years of research. The ideas have grown out
of my interactions with several close collaborators. Steven Pinker and Gary
Marcus have shaped my understanding of how the mind works, Paul Smolensky
has sparked my interest in the problem of language universals, and Donca
Steriade has challenged my thinking about phonology and its interactions
with phonetics. These ideas, however, probably would not have materialized
in a book if it weren’t for Andrew Winnard, my editor at Cambridge, who saw
this volume coming well before I did. Evan Balaban, Lisa Barrett, Bronwyn
Bjorkman, Judit Gervain, Bruce Hayes, Ray Jackendoff, Paul de Lacy, Joanne
Miller, Steven Pinker, Wendy Sandler, and Paul Smolensky offered valuable
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comments on significant portions of this manuscript — I am immensely grateful
for their suggestions and encouragement. Saul Bitran and Monica Bennett
have patiently proofread earlier drafts; Kristina McCarthy assisted on various
technical matters; Vered Vaknin-Nusbaum has offered constant support; my
students and lab assistants Athulya Aravind, Amanda Dupuis, Kimi LaSalle,
Katalin Tamasi, Marriah Warren, and Xu Zhao, and two anonymous Cambridge
readers have added many useful comments. I am indebted to Jacqueline French,
who copyedited the entire manuscript with uncanny intelligence, sharp eye, and
warm heart. Finally, Saul, Amir, and Alma Bitran have shared this journey with
me. The book is dedicated to them.
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1 Genesis

What does an embryo resemble when it is in the bowels of its mother? Folded
writing tablets. Its hands rest on its two temples respectively, its two elbows on
its two legs and its two heels against its buttocks ... A light burns above its
head and it looks and sees from one end of the world to the other, as it is said,
then his lamp shined above my head, and by His light I walked through
darkness (Job XXIX, 3) ... It is also taught all the Torah from beginning to
end, for it is said, And he taught me, and said unto me: “Let thy heart hold fast
my words, keep my commandments and live” (Prov. IV, 4) ... As soon as it
sees the light, an angel approaches, slaps it on its mouth and causes it to
forget all the Torah completely . . .

(Babylonian Talmud: Tractate Niddah, folio 30b “Niddah,” 1947)

Of the various aspects of human nature, the biology of our knowledge systems
is an area we struggle to grasp. The possibility that our knowledge might be
predetermined by our organic makeup is something we find difficult to accept.
This is not because we resist our condition as biological organisms — living
breathing bodies whose design is shaped by natural laws and evolution. We
rarely give a second thought to our lack of fur or our inability to fly and swim
underwater. We are not even disturbed by many obvious shortcomings of our
mental faculties — our inability to perceive infrared light, the fallibility of our
memory, and the haphazard fleeting character of our attention. Those fickle
quirks of our neural machinery are surely inconvenient, but they rarely leave us
pondering the confinements of our fate.

Inborn knowledge systems, however, are a whole different matter. Inborn
knowledge systems are biologically determined frameworks of knowledge.
The animal literature presents countless examples of partly inborn knowledge
systems, ranging from birdsong and ape calls to the amazing ability of bees
to recruit an inborn code in communicating the location of the nectar to their
sisters, and the astonishing capacity of the Indigo Bunting to find its naviga-
tional path guided by the stars and the earth’s magnetic field (Gallistel, 2007,
Hauser, 1996). But when it comes to our own species, such inborn frameworks
of knowledge raise many difficulties (Pinker, 2002). Inborn knowledge systems
constrain our capacity to recognize ourselves and grasp the world around us.
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Their existence implies that there are truths we are bound to hold and others
we are destined to expunge. Some of us might find these confinements too
disturbing to accept. Others suggest that innate truths are privileges of which
we, humans, are not worthy. Subsequent discussions of the cited Talmudic
passage indeed explain that it is the stubborn refusal of the embryo to leave
the womb that forced the angel to slap her face, thereby causing her to forget her
inborn knowledge of the Torah (Tanhuma, Exodus, Pekudei, IIT). But regardliess
of whether innate knowledge is a burden we are bound to carry or a precious
gift that we are morally unfit to embrace, the prospectlve of such knowledge
systems is unsettling.

And yet, modern cognitive science suggests that, like their animal counterparts,
human infants come to the world equipped with several systems of rudimentary
knowledge. While no mortal is born knowing the Bible or the Koran, infants
seem to have basic knowledge of physics, math, biology, psychology, and even
morality. They know, for example, that objects are cohesive entities that can only
move by contact (Carey, 2009; Spelke, 1994), and they have a rudimentary
concept of number that allows them to distinguish two from three objects (for
example Feigenson et al., 2002). Young children also understand that, unlike
artifacts, living things have an essence that is immutable even when their appear-
ance is changed (Keil, 1986), that humans are agents that have thoughts and
beliefs of their own (Onishi & Baillargeon, 2005), and they distinguish between
agents with benevolent intentions and those with sinister goals (Hamlin et al.,
2007). While the content of such knowledge systems is quite coarse, these
systems nonetheless fix our early grasp of the world and pave the road for all
subsequent learning.

Of the various candidates for inborn knowledge systems, language has a
central role (Chomsky, 1957; 1972; Pinker, 1994). Much research suggests that
the capacity for language is not only universal to humans but also unique to us.
But the nature of our language mechanisms remains controversial. Moreover,
the debate concerning the origins of language has focused almost exclusively
on a single aspect of our linguistic competence — our capacity to structure words
into sentences (Jackendoff, 2002). The narrow focus on syntax does not do full
justice to our linguistic ability. One of the most striking features of human
languages is that they all include two distinct levels of organization (Hockett,
1960). One level is the patterning of words to form sentences. A second, less
familiar, level, however, generates words (meaningful elements) from patterns
of meaningless elements, typically sounds. It is this second level that is the topic
of this book.

‘When we consider our own language, it is usually meaning, rather than sound
patterns, that first catches our attention. But think of yourself hearing spoken
announcements in a foreign airport, or stumbling upon a foreign-language clip
on YouTube, and the pattern of sounds will immediately become apparent. Even
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if you speak neither French, Russian, nor Arabic, you can still tell these languages
are different from each other. Perhaps you can even guess what they are. And since
you cannot do so by tracking the syntactic structure of the language or the contents
of the conversations around you, the only clues available to you are linguistic
sound patterns — the inventory of sounds that make up each language and the
unique ways in which those sounds combine.

Every human language patterns words from meaningless elements. In spoken
languages like English, those meaningless elements are sounds. The words dog
and god for instance, comprise three sound elements — the vowel o and the two
consonants, d g. Taken on its own, none of these elements carries a meaning, but
together, these meaningless elements form words. And the difference between
these two words stems only from the ordering of their sounds — their sound
pattern. If you are an English speaker, you recognize that the sounds d,0,g are
English sounds, whereas the ¢/ of chutzpa isn’t. English speakers also notice
that patterns such as dog are typical of English words, unlike permutations
such as dgo, which sound foreign. Being an English speaker entails knowledge
about the sound structure of this language: its inventory of meaningless ele-
ments (sounds), and how these sounds pattern together. This knowledge is
called phonology.

We humans are extremely good at tracking the phonological structure of
our language. When an infant arrives into the world, language, in his or her
mind, is a sound pattern. There are no sentences or words. Just sounds spoken
by people — sounds and sound combinations. But linguistic sounds are special
for infants. Newborn infants are preferentially tuned to the patterns of human
speech (Vouloumanos & Werker, 2007; Vouloumanos et al., 2010). Moreover,
newborns recognize the characteristic rhythm of their native language (e.g.,
French, which they have heard in the womb for several months) and distinguish
it from foreign languages (e.g., Russian) even when spoken by the same
bilingual talker (Mehler et al., 1988). They can pick up the abstract pattern in
a speech-stream (e.g., the ABB pattern in mokiki, ponini, solili) after only a few
minutes of exposure (Gervain et al., 2008) and automatically generalize it to
novel items (e.g., wafefe). And by the time an infant reaches her first birthday,
she becomes familiar with the particular sounds and sound combinations char-
acteristic of her language (e.g., Jusczyk et al., 1994; Kuhl et al., 1992; Mattys
et al., 1999; Saffran et al., 1996; Werker & Tees 1984).

Why does every human language exhibit phonological patterns? Why are
people so adept at weaving and tracking the sound structure of their language?
And why do languages have the specific phonological patterns that they do?

For many people, laymen and experts alike, the answer is patent. The patterns
we produce mimic the ones we hear. An English-learning infant produces words
like dog rather than perro because this is what his or her English-speaking
community says. And when further pressed to consider why language communities
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employ these particular sound patterns — dog, for English, rather than dgo, for
instance — most people would shrug the “obvious” answer: dog is just easier to
articulate. Together, such statements capture a widely held sentiment. Phonological
patterns, in this view, are determined by the properties of our memory, ears, and
mouths. Memory leads us to follow the patterns we have heard in the speech of
people around us, and our earsrand mouths favor certain patterns over others.
Our skill at weaving phonological patterns stems from those generic abilities.
Indeed, memory, audition, and motor control are not specific to language or
humans. These same abilities allow us to track and memorize linguistic sound
patterns much in the way we track any other configurations — visual motifs on
wallpaper, patterns of sounds in our favorite musical piece, or the statistical
trends in the stock market frenzy. Similarly, the aural and oral restrictions on
linguistic sequences are indistinguishable from the ones shaping the percep-
tion of noises and music, or the aural command we exercise in kissing or
chewing. In short, phonological patterns require no special linguistic talents.
And to the extent our phonological patterns differ from those of other species,
the difference can only reflect the anatomy of those shared mechanisms or their
control.

While nonlinguistic pressures (e.g., memory, attention, auditory and motor
limitations) undoubtedly influence the design of phonological patterns, these
forces are not necessarily their makers. Memory, for instance, does not explain
why it is that all human languages exhibit phonological patterns. A phonolog-
ical system is indeed not logically mandatory for communication. Speakers
could certainly convey concepts by holistic sounds: one sound (e.g., “a”) for
lion, and another “o” for eating, would suffice to generate sentences (“a 0 for
lions eat; “o a” for eating a lion, etc).

Memorization not only fails to explain why phonological patterning exists
but also cannot account for the characteristics of attested patterns. Our phono-
logical capacity is prolific and robust. We do not merely parrot the sound
patterns we hear in our linguistic environment. Rather, we instinctively extend
those patterns to new words that we have never heard before. And in rare cases
where people have been raised deprived of any phonological system, they have
been shown to spontaneously generate one on their own.

The most striking feature of phonological systems, however, is their unique,
nearly universal design. Linguistic research has shown that the phonological
systems attested across languages exhibit some common characteristics. These
similarities in design are important because they imply a common pattern maker
that imposes broad, perhaps universal restrictions on all languages (e.g.,
Jakobson, 1968; Prince & Smolensky, 1993/2004). These common restrictions,
moreover, are reflected not only in statistical regularities across languages,
but also in the behavior of individual speakers. Given two structural variants,
such that one variant A is more “popular” across languages than the other,
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B, people will reliably prefer A to B even when neither occurs in their language
(e.g., Jusczyk et al., 2002; Moreton, 2002). And when a new language is born, it
eventually recapitulates the design of existing phonological systems (Sandler
et al., 2011).

The shared design of phonological systems — existing and recently nascent —
cannot be trivially explained by general principles of oral or aural patterning.
First, like all correlations, the link between ease of articulation/perception and
phonological structure is ambiguous. While certain patterns might be preferred
because they are easier to produce and comprehend, the causal link could also
go in the opposite direction: patterns might be easier to perceive and produce
because they abide by the demands of the language system itself. And indeed,
people’s sense of articulatory ease greatly varies depending on their language.
While English speakers find a sequence like dgo impossible to utter, Hebrew
and Russian speakers produce it without blinking an eye, whereas Japanese
speakers would stumble not only on the “exotic” dgo but even on the plain
English dog. Phonological patterns, moreover, are not restricted to articulatory
sequences. People extend their phonological sequences to the perception of
language in either oral or printed rendition. In fact, phonological patterns are
not even confined to aural language. Since phonology is the patterning of
meaningless elements, phonological patterns can extend to the visual modality
as well. Indeed, every known sign language manifests a phonological system
that includes meaningless units of manual linguistic gestures, and, despite the
different modalities, signed phonological systems share some important sim-
ilarities with spoken language phonologies (Sandler, 2008). Phonological
design, moreover, is not only quite general but arguably unique — it differs in
significant ways from both other systems that use the auditory modality (i.e.,
music) and the auditory communication systems used by nonhuman animals
(Jackendoff & Lerdahl, 2006; Pinker & Jackendoff, 2005).

My claim, to reiterate, is not that the properties of the communication channel —
ears and mouths — are irrelevant to the design of phonological patterns. In fact,
subsequent chapters show that the tailoring of the phonological mind to its
preferred channel of communication — the aural/oral medium - is a critical
feature of its adaptive design. But the fit between phonological patterns and
their channel does not necessarily mean that the channel is itself the pattern-
maker. Rather than weaving phonological patterns directly, the aural/oral
channel could have shaped our phonological abilities in a nuanced oblique
fashion.

Phonological design is indeed evident not only in our instinctive natural
language but also in its encoding via writing, and its decoding, in reading.
Unlike language, reading and writing are cultural inventions that are not invar-
iably shared by every human society, just as the sciences of math and physics
are not universal. But just as math and physics are founded on our rudimentary
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inborn systems of number and physics, so are our inventions reading and writing
erected upon the phonological principles of our spoken language (DeFrancis,
1989; Perfetti, 1985).
(1) Some interesting properties of phonological patterns
a. Generality: All established languages exhibit phonological patterns.
b. Generalization: Phonological patterns are not confined to the memori-
zation of familiar patterns.
(i) People generalize the patterns of their language to novel words.
(ii) Phonological systems reemerge spontaneously.
c. Design: Phonological patterns manifest a shared design.
(i) The phonological patterns of different languages share a common
design.
(ii) The design of phonological systems is partly shared across modal-
ities — for signed and spoken language.
d. Uniqueness: The design of phonological systems is potentially unique.
(@) It differs from the design of nonlinguistic auditory forms of
communication.
(i) It differs from the structure of auditory communication systems
used by nonhuman species.
e. Scaffolding: The design of the linguistic phonological system lays the
foundation for the invention of reading and writing.
The generality of phonological patterns, their regenesis, their potentially uni-
versal, unique design and centrality to cultural inventions (summarized in 1) all
suggest an instinctive capacity for phonology, supported by a specialized, partly
inborn knowledge system. This book explores this possibility. Doing so will
require that we take a closer look at what we mean, precisely, by “knowledge
systems,” “specialization,” and “inborn.” But before we consider the mental
and brain mechanisms that support phonological patterning, it might be useful
to first review some of the instinctive phonological talents of humans. Chapter 2
uses a rather broad brush to paint some of the most intriguing aspects of the
phonological mind. Inasmuch as it is possible, this introduction separates the
explanandum — the properties of phonological patterns — from the explanation,
the mental system that generates them. Some accounts of this system are
discussed in Chapter 3 and evaluated in subsequent chapters.

2 Instinctive phonology

Humans have some special phonological talents. We instinctively
intuit that certain phonological patterns are preferred to others even
if we have never heard them before, and we will weave phonolog-
ical patterns regardless of whether our language uses oral speech or
manual gestures. Phonological instincts are so robust that people

~ spontaneously generate a whole phonological system anew, and
when human cultures invent systems-of reading and writing, they
impose those patterns on their design: Phonological patterns, how-
ever, are not arbitrary: they conform to some recurrent principles
of design. These principles are broadly shared across many lan-
guages, but they are quite distinct from those found in animal
communication or music. This chapter documents those instinctive

 talents of our species, and in so doing, it lays down the foundation
for discussing the architecture of the phonological system in sub-
sequent chapters!

2.1 People possess knowledge of sound patterns

All human communities have natural languages that impose detailed, systematic
restrictions on phonological patterns. Unlike traffic laws or the US Constitution,
the restrictions on language structure, in general, and phonological patterning,
specifically, are not known explicitly. Most people are not aware of those
restrictions, and even when professional linguists desperately try to unveil
them, these regularities are not readily patent to them. Yet, all healthy human
beings know these restrictions tacitly — we encode them in our brain and mind and
we religiously follow them in our everyday speech despite our inability to state
them consciously. And indeed, we all have strong intuitions that certain sound
structures are systematically preferable to others (see 1-3). For example, English
speakers generally agree that blog is better-sounding than lbog; they prefer apt
to tpa; they consider came as rhyming with same or even rain (indicated by ~),

9
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but not ripe; and they have precise intuitions on the parsing of words into smaller
constituents. A frustrated motorist might refer to their noisy car exhaust as an
eg-freaking-zaust, but not an e-freaking-gzhaust (a fact marked by the * sign,
which conventionally indicates ill-formed linguistic structures).
(1) Syllable-structure intuitions

a. blog *lbog

b. apt *tpa, *pta

c. apt *apd

d. box, *bocz
(2) Rhyme

a. came~same

b. came~rain

c. came-*tipe
(3) Parsing exhaust

a. eg- freaking -zaust

b. *e- freaking -gzaust ‘
Not only do people have strong intuitions regarding the sound patterns of their
language, but they also take steps to repair pattern-violators. Phonological repairs
are usually too rapid and automatic to be noticed when applied to words in one’s
own language, but careful analyses demonstrate that repairs take place routinely.
English speakers frequently talk about keys, bees, and dogs (pronouncing all s's
as z), but when it comes to ducks, they render the s sounding like us, not buzz.
And when presented with novel singular nouns like bokz and mukz (with the &
of buck and z of buzz, see 1d and 4c), these, too, are strange sounding (Mester &
Tto, 1989). It thus appears that the plural suffix of duck should have been z (as in
dogs), but the “badness” of the -kz sequence leads people to automatically adjust
it to yield ducks.

And indeed, speakers tend to confuse illicit sound sequences with licit ones
(e.g., Hallé et al., 1998; Massaro & Cohen, 1983). For example, when presented
with the illicit #/a, English speakers incorrectly report that they have heard a
disyllabic form, the licit zela (Pitt, 1998). Similarly, Japanese speakers misiden-
tify ebzo (with the syllable -eb, illicit in Japanese) as ebuzo, whereas speakers of
French (which tolerates eb-type syllables) recognize it accurately (Dehaene-
Lambertz et al., 2000; Dupoux et al., 1999; Dupoux et al., 2011; Jacquemot
et al., 2003). The fact that such confusions are detected very early in life — at the
age of 14 months (Mazuka et al., 2012) — and persist despite people’s best efforts
to distinguish between those forms all suggest that the errors are not the product
of some prescriptive conventions. Rather, these linguistic illusions occur because
we instinctively extend the phonological pattern of our language to all inputs, and
when violators are detected, we automatically recode them as licit forms.

Phonological repairs are indeed readily noticeable when we hear nonnative
speakers of our language. English speakers, for example, immediately notice
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that some speakers of Spanish turn the English stress into estrés (repairing the
sequence st, which is illicit in Spanish (Hallé et al., 2008; Theodore & Schmidt,
2003) and giggle at an online classified ad for “tubo de estriptease para pole
dance,” but they are far less likely to notice their own adaptation of words
borrowed into English: the foreign consonant combination bn in brei Israel
(from the Hebrew words brei; sons of) is automatically separated by a schwa
(a short vowel), yielding benei Israel. Likewise, because many English speak-
ers automatically add a glide to repair the final syllable in José, they take it to
rhyme with way, whereas to Spanish ears, this rhyme sounds about as good as
way and wait.
(4) English repairs

a. Dog+s—>dogz

b. Duck+s=>ducks (*duckz)

c. Muk+s=>muks (*mukz)

d. No way José
(5) Spanish repair

a. Stress—>estrés

b. Striptease=>estriptease

2.2 Productivity

Recognizing dogz and ducks is useful, but not terribly impressive. After all,
people have heard such patterns countless times, so it’s little wonder that
they sound better than the unfamiliar Xenops (a South American bird). But our
instinct for phonological patterning is not confined to familiar words. Although
people possess a rich memory for words, ranging from abstract meaning to their
renditions by distinct talkers (e.g., Goldinger, 1998), phonological systems are
not passive repositories for fossilized memory traces. The hallmark of phono-
logical patterning is its productivity — the capacity of speakers to systematically
and instinctively generalize their phonological knowledge to novel examples.
People have clear intuitions that certain novel words “sound better” than others

despite never having heard either (see 6-8): bnif “sounds” better than nbif, and
mux better than mukz; hame thymes with rame and bain, but not duck; and an
annoying enbot is probably an en-fireaking-bot, but not an e-fieaking-nbot.
(6) Syliable-structure intuitions

a. bnif *nbif

b. mux *mukz
(7) Rhyme

a. hame~rame

b. hame~bain

c. hame~dake
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(8) Parsing enbot

a. en- freaking -bot

b. *e- freaking -nbot
Such generalizations demonstrate that phonological knowledge entails broad
principles that extend to novel items. Like driving a car, or navigating the maze
of streets leading to one’s home, phonological knowledge is largely tacit, and
it is acquired without explicit instruction. Indeed, most people who agree with
the above-mentioned intuitions cannot offer a systematic explanation for their
preferences. But the fact that people, infants or adults, manifest reliable prefer-
ences concerning linguistic patterns that they have never heard before suggests
that they possess systematic knowledge of phonological patterning.

2.3 Regenesis

Not only do people automatically extract phonological principles that extend to
novel words, but they can even spontaneously invent an entire phonological
system of their own. The following discussion presents two cases of newly
born phonological systems. Both instances concern children who are deprived
of access to any phonological input. Remarkably, such children have been
shown to develop phonological patterns of their own, thereby demonstrating
the astonishing capacity of the phonological mind for spontaneous regenesis.

In addition to their main feature — the regenesis of a phonological system —
these two cases also share another common denominator that is salient, but
secondary to my argument. In both cases, the phonological system created by
the child involves signed, rather than spoken, language. Most people are
unaware that sign languages include a phonological system, so before discus~
sing the invention of signed phonological systems, a brief comment on why
those patterns are considered phonological should be made.

Phonology concerns our knowledge regarding the patterning of meaningless
linguistic elements. While most hearing communities prefer to weave phonolog-
ical patterns from speech sounds, nothing in this definition requires that those
meaningless elements constitute speech. And indeed, absent the capacity to
process aural speech, deaf people rely on languages transmitted along the visual
modality. Beginning with the pioneering work of William Stokoe (1960), linguis-
tic research has repeatedly shown that sign languages are equipped with fully
developed phonological systems, comparable in complexity to spoken language
phonologies (e.g., Brentari, 1998; Liddell & Johnson, 1989; Padden & Perlmutter,
1987; Perlmutter, 1992; Sandler, 1989; 1993; Sandler & Lillo-Martin, 2006).
Signed and spoken phonologies, moreover, also share many structural character-
istics. Just as English phonology patterns syllables, so do syllables form part of the
phonology of American Sign Language. In both modalities, syllables are distinct,
meaningless units whose structure is constrained by the language. The English
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syllable ver, for example, is a meaningless unit that forms part of venture and
ventilate, and while English allows syllables such as vern, it disallows syllables
such as nve. Similarly, words in American Sign Language comprise mean-
ingless units, and each such unit is subject to multiple restrictions — chief of
which is the demand that a syllable must minimally include a hand movement
(see Sandler & Lillo-Martin, 2006 for an overview).

As sign languages manifest full-fledged phonological systems, they can poten-
tially gauge the capacity of the phonological mind for regenesis. The fact that
its typical native users — deaf individuals — cannot access spoken language renders
this case particularly strong. In order for a phonological system to be bomn
spontaneously, children must be deprived of linguistic experience. In the case
of hearing individuals, the lack of a linguistic model is an extremely rare event
that is invariably accompanied by serious social and emotional deprivation that
makes the role of linguistic factors difficult to evaluate separately. By contrast,
deaf children who are raised in a purely oral environment lack access to a
linguistic model even if their hearing families are loving and nurturing, so the
unique contribution of linguistic input can be evaluated with greater precision.
Remarkably, rather than remaining robbed of language, such children have been
repeatedly shown to spontaneously develop sign systems that exhibit many of
the morpho-syntactic hallmarks of well-developed languages, both spoken and
signed (Goldin-Meadow & Mylander, 1983; 1998; Senghas & Coppola, 2001;
Senghas et al., 2004). The following discussion demonstrates that the regenesis
of the linguistic structure extends to the phonological system. We discuss two
such cases. The first concerns the birth of an entire phonological system in a new
language that lacks phonological patterning; the second illustrates the sponta-
neous emergence of one specific aspect of phonological patterning. While this
particular aspect is novel to the phonological system in question, its design
recapitulates features that are found in many other sign systems, but absent in
nonlinguistic gestures. These cases demonstrate that phonological patterning
has the capacity for spontaneous regenesis, and that the design of newly emerging
patterns recapitulates the structure of attested phonological systems.

2.3.1  Case I: the birth of phonology in the Al-Sayyid Bedouin Sign
Language

As discussed above, all languages manifest two levels of patterning — one level
concerns meaningful units (e.g., words), whereas a second level — phonology —
concerns meaningless units (e.g., phonemes, features). Accordingly, duality of
patterning is considered an inviolable design feature of human languages
(Hockett, 1960). But the recent discovery of the Al-Sayyid Bedouin Sign
Language (ABSL) by Wendy Sandler and colleagues (Sandler, 2011; Sandler
et al., 2011) would seem to challenge this assertion. At its onset, ABSL was a
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language without phonology — the only known case of its kind, and a blatant
exception to the duality of patterning principle. Very rapidly, however, this
young language has spontaneously morphed to give rise to a phonological
system. Sandler and colleagues were able to capture ABSL in this stage of
flux and document the birth of a phonological system in the signs of its youngest
members.

ABSL is a sign language that emerged very recently (seventy-five years ago) in
a Bedouin village in the Israeli Negev. Consanguineous marriage resulted in a
rapid spread of congenital deafness, but the close ties among members of the
community encouraged the emergence of manual linguistic communication
shared by all members, deaf and hearing alike. Far from being a gesturing system,
however, ABSL is a language in its own right. It includes various productive
grammatical devices, such as syntactic constraints on word order and morpho-
logical compounding (Sandler et al., 2005; Sandler et al., 2011). But one compo-
nent is still missing from this young nascent language: ABSL lacks phonological
structure. Most adult ABSL signers produce signs that are iconic and holistic, with
no internal systematic patterning, frank violations of phonological restrictions
attested in other sign languages, and large variability in the production of signs
compared to other sign languages (Israel & Sandler, 2009; Sandler et al., 2011).

Given that ABSL mostly lacks phonological patterning, one would expect
children exposed to ABSL to exhibit a similarly impoverished system.
Remarkably, however, these children surpass their elders. Rather than using
unphonologized gestures, ABSL children manifest several aspects of phono-
logical patterning.

Consider, for example, the signs used by a family of ABSL signers for
“kettle” (Sandler, 2011). The adult version denotes “kettle” with a compound,
including two signs — one sign for a CUP, followed by another for ROUND-
OBJECT (see the left panel in Figure 2.1). But the sign for ROUND-OBJECT
has an unusual property — it is produced without a movement of the hand. The
lack of movement is unusual because in every documented well-established
sign language, hand movement is obligatory. This is not because movement-
less signs are impossible to produce — the generation of such signs by adult
ABSL speakers clearly shows that static gestures are amply possible. Rather,
movement is an obligatory aspect of every sign language phonology: all
syllables require hand movement, and those that lack movement are ill formed.
While adult speakers of ABSL violate this phonological constraint that is
universally present in all documented sign languages, children spontaneously
obey it. As shown in the right part of Figure 2.1, the child’s signing of ROUND-
OBIJECT includes a movement of the two hands toward each other.

Sandler and colleagues demonstrate that the signs of ABSL children sponta-
neously observe many other phonological properties that are absent from the
signs of their elders, but present in other sign languages. In particular, the
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Figure 2.1 The emergence of movement in ABSL (from Sandler, 2011)

children’s signs manifest symmetry, reduplication (the copying of a sign, either
fully or partially); they also typically include a single movement, and they
manifest assimilation — a process that spreads phonological features among
adjacent phonological elements (akin to the English process that transforms
in+possible->impossible). The possibility that children,' rather than adults, are
the engines of phonological patterning is significant for two reasons. First, it
indicates that the capacity for grammatical regenesis might be age-sensitive —
children acquire and generate linguistic structure more readily than adults
(Senghas et al., 2004). Second, the fact that adults’ signs typically lack phono-
logical patterns demonstrates that patterns are not necessary for the manual
production of signs, nor are they required for communication. Accordingly, the
spontaneous invention of phonological patterning by children suggests that
phonological patterning is a human reflex.

2.3.2  Case 2: phonological patterning in home signs

Another demonstration of spontaneous phonological regenesis is presented in
home signs. Home signs are sign systems used by deaf people (mostly children)

! The available evidence does not make it clear how, precisely, the phonological system has
emerged in ABSL. While children clearly exhibit phonological characteristics that are absent in
the signs of adult members of their community, these phonological kernels are often shared with
the child’s immediate family. This observation, in turn, raises the question of whether it is
effectively the child or older family members (parents, or older siblings) who are the engines of
phonological patterns. While other cases of emerging home signs have specifically identified
children as the originators of regenesis (Goldin-Meadow & Mylander, 1983, 1998; Senghas et al.,
2004), this possibility awaits further research in the case of ABSL.
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Figure 2.2 Two classifiers for object vs. handling of an object

to communicate with hearing members of their family and community. But
since these community members are not signers, the deaf children cannot model
their linguistic communication after the adult. Rather, it is the child who is
the spontaneous generator of linguistic structure. Careful analyses have indeed
documented numerous morpho-syntactic elements devised by children.
Remarkably, while these linguistic devices are absent in caregivers’ gestures,
they are present in many other languages — spoken and signed — to which the
child is not privy (e.g., Goldin-Meadow & Mylander, 1983; 1998). A recent
study by Diane Brentari and colleagues (2012) suggests that this spontaneous
regenesis extends to the phonological system.

The specific case study concemns the phonological elements that mark mor-
phological classifiers. Morphological classifiers are grammatical elements that
distinguish between lexical categories. For example, in many sign languages,
object (e.g., book) and the handling of an object (e.g., handling a book) form
distinct categories, marked by different classifiers. Our interest is in the phono-
logical form of those classifiers. Across sign languages, object classifiers
typically have phonological forms that are more complex than handling classi-
fiers. For example, the object classifier on the left of Figure 2.2 is marked by
two selected fingers, so its handshape is more complex than the handling
classifier, depicted on the right, with one selected finger. Handshape, in general,
and the number of selected fingers, specifically, indicate phonological complex-
ity because it is a meaningless attribute that can contrast among meaningful
signs (words), just as the selection of an oral articulator can contrast among
spoken words (e.g., the lips, for pea vs. the tongue tip or blade, for tea).
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Accordingly, the contrast between the object and handling classifiers reflects a
systematic phonological pattern shared among numerous sign languages.

‘Why, then, do different sign languages converge on their phonological pattern-
ing of object and handling? One possibility is that the convergence reflects an
mstinctive phonological universal. However, distinct languages might also con-
verge for various nonlinguistic reasons. For example, the greater finger complexity
of object signs could be dictated by universal properties of the human conceptual
systems, not ones that are specific to language. If this interpretation is correct,
then object gestures should invariably exhibit greater complexity (compared
with handling), even when gestures do not form the primary means of linguistic
communication. But a careful comparison of the gestures of hearing people
and signers refites this possibility. In the study, people were asked to manually
describe a video display depicting either objects (e.g., a number of airplanes
arranged in a row) or the handling of these objects (e.g., putting those airplanes
in a row). As anticipated, signers from two different languages (American and
Italian sign languages) exhibited greater complexity in their signs for objects
compared to handling. Remarkably, however, non-signers showed the opposite
pattern — their handling gestures were more complex than objects.

This striking contrast between signs and gestures narrows the range of
explanations for the object vs. handling conspiracy evident across sign lan-
guages, but it does not entirely nail down the case. Indeed, different languages
might converge for historical reasons that have little to do with instinctive
linguistic principles that are active in the brains and minds of living breathing
speakers.

A final piece of the puzzle, however, rules out this possibility as well. The
critical evidence comes from home signs produced by deaf individuals. These
individuals had no contact with existing sign languages nor did they interact with
each other, so their linguistic production could not possibly mimic any model in
their linguistic environment. But despite the absence of a model, home-signers
spontaneously regenerated phonological patterns that converged with existing
sign languages. Like their counterparts, conventional signers, home-signers
exhibited greater phonological complexity in the marking of objects than of
handling. The contrast between the structure of home signs and the nonlinguistic
gestures of non-signers, on the one hand, and the convergence of home signs
with the structure of conventional sign languages, on the other, suggests that this
emergent pattern specifically reflects a phonological reflex, rather than a historical
accident or nonlinguistic conceptual structure.

Together, the findings from home signs and the signs of ABSL children show
that phonological patterning can emerge spontaneously, in the absence of a
model. Not only does such regenesis result in the emergence of a phonological
pattern, but it further recapitulates the design of existing phonological systems.
These observations suggest that the design of all phonological systems — actual
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and potential — might be shaped by a common set of linguistic constraints. The
next section further considers this possibility.

2.4 Shared design

The pervasive instinct to form phonological patterns and their spontaneous
regenesis are certainly remarkable, but is phonological patterning truly special?
After all, patterning is not unique to phonology. People are adept at recognizing
patterns of various kinds — we instantly identify regularities in music, patterns
of light and in social interactions, and we share our pattering talents with many
other species. It is not only our ability to extend sound patterns to novel instances
or even generate entire phonological systems anew that is special about phono-
logical patterning. Rather, it is the fact that once phonological patterns are
generated, they tend to all follow a common design — a design shared by many
human languages, but potentially absent from other systems of communication,
both human and nonhuman. The presence of this unique, shared design is
extremely significant because it suggests a specialized pattern-maker as its origin.
Whether or not the phonological system is in fact specialized is a question that
is addressed in the next chapter. Right now, our goal is to describe some of its
hallmarks.

The shared design of phonological patterns is evident at various levels of
analysis. At the immediate level of formal analysis, phonological systems exhibit
primitives and combinatorial principles that are putatively universal. Some of
these principles have already been illustrated in the design of ABSL and home
signs; additional examples from spoken language phonology are offered next.
Viewed from yet a wider functional perspective, however, phonological systems
also share a broader master principle of design: Phonology is a combinatorial
system, designed to adapt to its channel — the human production and perceptual
systems. In what follows, this master principle is first reviewed; some specific
candidates for formal universal phonological primitives and constraints are
illustrated in the next section.

2.4.1  Broad principles of phonological patterning: phonology is a
combinatorial system designed to optimize phonetic pressures

Phonological systems must abide by two conflicting sets of demands. They must
be sufficiently general and abstract to support the vast productivity of human
language. These abstract restrictions, however, must be executed in a human
body. So if the phonological system is to survive cultural evolution across
numerous generations of speakers, then it had better conform to the limitations
imposed by the production and perceptual systems that mediate language trans-
mission. Our question here is how the phonological system negotiates these
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conflicting demands. To address this question, we must take a closer look at the
anatomy of the phonological system — its raw elements and method of patterning.
Of interest is how the phonological system conveys information, and whether
its method of information-transmission is similar in kind to the acoustic and
articulatory channels. But before addressing this question, the notion of informa-
tion must first be clarified and an explanation given for how it is expressed in
various types of information processing systems.

2.4.1.1 Two types of information processing systems: combinatorial
vs. blending systems

Our brain is a system of information processing — we use signals, external and
internal, to extract information. Information allows us to predict the occurrence
of events. If you are about to read two English words (XXX XXXX), your
uncertainty regarding what you are about to read is rather high, as the number
of possibilities is enormous. But once you know the first word is the (e.g., the
XXXX), your uncertainty has decreased, as some words (verbs, e.g., *the went,
prepositions, *the to) are unlikely to follow. The decrease in your uncertainty
indicates that the signal, the word the, carries information (Shannon, 1948; see also
Gallistel & King, 2009). This signal is informative because its occurrence mani-
fests some lawful correlation with other signals occurring within a given system
(Pinker, 1997). The English orthography, for example, manifests a lawful corre-
lation between the shape of printed letters and words’ meanings. Similarly, the
amount of sugar correlates with a cake’s taste, and the ratio of yellow to blue
ingredients correlates with the intensity of the resulting green. All these signals
convey information because they form part of a system. Furthermore, in these
systems, the ingredients interact to form new combinations. Systems differ, how-
ever, on how their ingredients convey information and how they interact (Abler,
1989; Pinker, 1994; Pylyshyn, 1984).

One type of system takes non-discrete elements as raw materials and generates
new ones by blending old ingredients together — the formation of green from blue
and yellow, the baking of cakes from sugar and flour, and the building of a house
from adobe (the mixture of clay, sand, and water) are all examples of blending
systems. In these systems, the ingredients (e.g., sugar, the color yellow) are
substances, rather than discrete entities, and each such ingredient signals infor-
mation in an analog manner — the more sugar we pour in, the sweeter the taste.
Moreover, when these substances are put together, each individual ingredient
is no longer recognizable by itself, so its separate contribution is difficult to
evaluate. We cannot identify the yellow bit in the green color, nor can we discern
the sand in an adobe house. These cases are examples of blending systems.

At the other extreme are combinatorial systems — systems such as our number
system, DNA, or a Lego tower. Unlike sugar and sand, the ingredients of those
systems are discrete. A digit, a DNA base, and a Lego block are elements with
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clear boundaries, and they signal information digitally — the information asso-
ciated with each individual signal is either present or absent, rather than varying
continuously with the physical properties of a signal (e.g., the information
conveyed by a digit is independent of its font size — large (1) or small (1)).
Moreover, when discrete ingredients are combined, the signaling element and
the information it conveys are both recognizable. One can identify the blue
Lego in the tower, the 1 digit in 11, etc. Accordingly, each such ingredient can
make a discernible and systematic contribution to the whole. For example, the
effect of adding a 1 to any number is fully predictable because 1 makes precisely
the same contribution when added to 1 as it does when added to 100,000,000.
This systematicity of combinatorial systems is absolutely crucial for their
ability to convey information. Systematicity allows combinatorial systems to
generate many new informative expressions. Because we can precisely predict
the consequences of adding 1 to 100,000,000, we can use the systein to generate
an infinite number of new numbers, and the number of such novel combination
can be very large. Since productivity is the hallmark of language (Chomsky,
1957), many researchers argue that the language system is discrete and combi-
natorial (e.g., Chomsky, 1957; Pinker, 1994). But the systematicity of discrete
combinatorial systems can also exert a cost for their transmission. Our next
question is how the phonological mind negotiates these conflicting pressures.

2.4.1.2 The systematicity-transmissibility dilemma

The conflict between systematicity and efficient transmission presents a
dilemma for the evolution of language. While a combinatorial system mandates
that each of its building blocks (e.g., d) is maintained intact, irrespective of
context, the perception and production of speech requires flexibility. To transmit
the acoustic signal rapidly and reliably, a well-engineered speech production
system modulates the transmission of any segment (e.g., d) depending on its
context (e.g., di vs. du) and speech rate, and indeed, human speech is a blending
system (Abler, 1989; Liberman et al., 1967). So the phonological system faces a
conflict between the demands for productivity and efficient transmission.

One response to this dilemma makes a unilateral choice between one of two
extremes. Some researchers have indeed portrayed phonology as a blending
system that mostly follows the dictates of the speech channel, and a few have
even gone as far as questioning that phonology is an independent system.
Proponents of this view eschew discrete digital phonological units. Syllables,
phonemes, and features are merely convenient labels invented by linguists to
capture chunks of acoustic stuff or units of motor control (e.g., MacNeilage,
2008; Ohala, 1990). At another extreme, others view phonology not only as a
discrete combinatorial system, but as one that is opaque to the limitations
imposed by the speech channel — the so-called “substance.” Viewed from that
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perspective, any attempt to link phonological principles to transmissibility
pressures is considered “substance abuse” (e.g., Hale & Reiss, 2008).

In between these two extremes lies the possibility that phonology is both
discrete and combinatorial and functionally adaptive (e.g., Hayes, 1999; Hyman,
2001; Pierrehumbert, 1975; Zsiga, 2000). In this intermediate view, the phono-
logical mind fits the limitations imposed by the production/perception channels.
But an adaptation to the channel does not imply that the channel subsumes the
phonological system. While the input to the phonological system is continuous
and analog, phonological building blocks are digital and discrete, and the princi-
ples that put them together are combinatorial and autonomous from the perception/
production channels. Phonological optimization — the computational ability to use
discrete combinatorial means to optimize phonetic pressures — is a significant
hallmark of all phonological systems.

The following sections begin to explore this possibility, first by showing that
some phonological representations are discrete and combinatorial (two attributes
of an “algebraic” computational framework, detailed in Chapter 3). Next, it is
demonstrated that these properties reflect the design of the phonological system
itself, rather than the perceptual and auditory channels. The final section demon-
strates how phonological principles, while autonomous from the perception/
production channel, are nonetheless designed to fit the channel’s properties.

2.4.1.3 Phonological patterns combine discrete building blocks,
distinct from their phonetic raw materials

Many linguists would agree that the phonological system is capable of forming

representations that are discrete (e.g., Chomsky & Halle, 1968; Keating, 1988;

Pierrehumbert, 1990). Here, this fact will be illustrated by examining the minimal

segments of phonological patterns, but similar arguments can be made with

respect to other phonological units (e.g., syllables).

Consider the English words bill and pill. English speakers identify these
two words as different, and the difference is attributed to a single sound. The
minimal sound unit that contrasts two words is called a phoneme. The English
/b/ and /p/ are different phonemes because they are the minimal sound unit that
distinguishes bill from pill. What counts as “minimal” and “contrastive,” how-
ever, intricately depends on one’s linguistic knowledge (Steriade, 2007). While
English speakers might consider the zs sequence in cats as two phonemes (e.g.,
tip vs. sip), in Hebrew, it is one, as the ¢s sound can appear in word contexts
that require a single phoneme (e.g. tsad ‘side’ vs. bad ‘garment’). And even
when two languages employ a sound unit of the same size, they may not
necessarily agree on its function. English speakers produce different /p/ variants
in pie ([p"ai], with a detectable puff of air after the /p/) and spy ([spai], with no
equivalent puff), but they mentally represent them as a single phoneme as no
English words contrast on this dimension (these variant manifestations of a
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single phoneme are called allophones, and they are traditionally notated with
square brackets). Thai speakers, however, use the same sounds to distinguish
between words (e.g., pd ‘aunt’ vs. p”d ‘cloth’; Ladefoged, 1975), so for them,
these are distinct phonemes (transcribed using slanted brackets, /p/ vs. /p™/). The
fact that the contrast between sounds depends on one’s linguistic knowledge,
not acoustics, demonstrates that a phoneme is a mental linguistic representation.

Crucially, the representations of phonemes are discrete. Just as women are
never half-pregnant, an English phoneme can be either /p/ or /b/, but never in
between. The discreteness of our mental representation of phonemes is partic-
ularly remarkable given that they are extracted from physical signals that are
continuous and analog. The English syllables /ba/ and /pa/ are both produced by
the release of air pressure by the lips, followed by vibration of the vocal folds —
an event known as voicing. The distinction between /b/ and /p/ depends on the
lag between the release of the air pressure in the lips and the onset of voicing,
namely, voice onset time (VOT; Lisker & Abramson, 1964). VOT, however, is
an acoustic continuum. For an English /b/, voicing typically occurs up to 10 ms
after the release of the consonant (and sometimes with the release, or even just
before it), whereas in /p/, voicing typically occurs 50-60 ms after the release
(Ladefoged, 1975). But each segment can also take intermediate values that
vary according to the specific context, the speech rate, and individual differ-
ences among talkers (e.g., Liberman et al., 1967; Miller & Grosjean, 1981).
Unlike the continuous acoustic input, however, the phonological system is
discrete: English speakers identify sounds along the continuum as either /b/ or
/p/, and ignore the differences between intermediate values (e.g., between two
/b/ variants) even when people are explicitly instructed to discriminate between
them (Liberman et al., 1961). Similarly, phonological processes that target voicing
disregard such gradations. Recall, for example, that English words ending with a
voiceless stop take a voiceless suffix — they allow #ips and bidz (/tips/, /bidz/) not
tipz and bids (e.g., /tipz/, /bids/). This phonological constraint will apply to any
instance of a voiceless consonant alike, regardless of its specific VOT. Finer
distinctions pertaining to the acoustic and articulatory realizations of a phoneme
(e.g., the VOT value produced by any given talker at a particular speaking rate)
form part of a separate, phonetic system.

The indifference of phonological processes to fine-grained phonetic variations
is not simply due to the limitations of the human ear. As noted above, languages
differ on the precise units that they discretely contrast — one language’s phonetic
distinction (i.e., one that cannot differentiate words) can be phonemic (i.e., one
that can contrast among words) in another. Thus, speakers’ indifference to
phonetic contrasts is not due to the inability of the human auditory system to
register these distinctions. Moreover, speakers routinely encode phonetic distinc-
tions and use them online in the process of speech perception. English speakers,
for instance, favor typical exemplars of a phonetic category (e.g., a typical
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English p) over atypical ones (Miller, 2001; Miller & Volaitis, 1989;), and they
even register the particular VOT value that is characteristic of an individual talker
(Theodore & Miller, 2010). But despite the ability of the human ear to register
distinctions along these gradient phonetic continua, phonological systems ignore
them. For the purpose of a given phonological system, “a bisa bisa b” —no
matter whether their VOT values are all the same or different. Discreteness, then,
is neither a property of the acoustic input nor a limitation of the human ear.
Rather, it reflects a design property of the phonological system itself.

2.4.1.4 Phonological principles are combinatorial and autonomous
from phonetic pressures

Not only does the phonological system rely on building blocks that are discrete,
but it also puts them together by relying on principles that are combinatorial.
When phonemes are combined, each phoneme makes a systematic, predictable
contribution. Adding b to iZl (b+ill->bill), for example, makes precisely the same
contribution as adding b to ell (b+ell>bell). In this way, phonological principles
differ in kind from the phonetic system, which largely operates as a blending
system. For example, the phonetic distinction between & and p is informed by
multiple acoustic cues, and these cues interact in complex tradeofl relations.
While the b-p distinction is reliably signaled by VOT, the precise value of the
VOT contrast varies as a function of speaking rate: a slower speaking rate is
typically associated with an increase in VOT (Miller & Volaitis, 1989). If the
analog phonetic component is likened to playdough, amassing sound structures
by molding together analog components, then phonology is a Lego system — it
assembles discrete parts according to combinatorial principles.

The combinatorial nature of phonological principles and their complex rela-
tion to the phonetic system is clearly illustrated in an example suggested by
Bruce Hayes (1999). In this example, Hayes shows how phonological processes
are not arbitrary, but are rather shaped by phonetic pressures. Nonetheless, these
phonetic pressures do not pattern phonological elements directly, but instead,
they are “reincarnated” as independent phonological principles. And while these
principles certainly make phonetic “sense,” once they are represented in the
phonological system, they acquire a life of their own, so much so that they can
sometimes betray their original phonetic purpose.

The specific case here comes from Egyptian Arabic, and it concerns the
voicing of stop consonants. Segments like p, b, g, and k are called stops because
their production obstructs the flow of air through the vocal cavity. Those four
stops can be classified according to two dimensions (see 11): whether or not
they are voiced — that is, whether their production is accompanied by vibrations
of the vocal folds (b and g are voiced, p and k aren’t); and the articulator that is
involved in the constriction (b and p are produced by the lips, so they are called
labials; k and g are produced by the velum, so these are velar sounds). The place
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of articulation (e.g., at the lips vs. velum), its manner (e.g., whether or not the International Phonetic Alphabet symbols to represent phonemes; these sym-
airflow is completely stopped), and the voicing are articulatory dimensions that bols are further illustrated in (10).
define phonological features (a broader overview including additional phono- (9) Some of the phonological features of English consonants

logical features mentioned in subsequent chapters is presented in Box 2.1).

Labials Coronals Dorsals

Voiceless Voiced Voiceless Voiced Voiceless Voiced

Box 2.1 A brief overview of some major phonological features Obstruents Stops » b A 4 X .
Phonemes can be organized into classes according to their constituent q . ;ﬂcalm’es f v she 238
. . . . onoran
features. Like the periodic table of chemical elements, the feature- s Tasas . o n g
Central approximant w T, w

classification of phonemes is important because it explains their behavior — Lateral approximant 1
their susceptibility to interact in phonological processes. While features and
phonemes are both discrete phonological entities, the definition of features is
intimately linked to the articulatory-events associated with the production of

(10) An illustration of some International Phonetic Alphabet symbols that
do not correspond to English spelling

the phoneme. Consonants, specifically, are defined by three classes of 0 thin
features: place of articulation, manner of articulation, and voicing. 5 the
All consonants are produced by constricting the airflow along the vocal [ she
tract. Place-of-articulation features indicate the approximate area of con- leasure
striction. Labials are produced by the lips; coronals are articulated by the 3P
tongue blade; and dorsals are produced by the tongue body, the dorsum (the ) )llzs
above-mentioned velars, like k and g, are the subclass of dorsal components yane
involving the tongue dorsum and the velum, the soft palate; other dorsal
consonants, like /x/ of Chanukkah, involve the uvula, and a third subclass
of dorsals, the palatals, like /j/ in yes, involve the hard palate). Within each (11) Some features of stop consonants
such class, one can further distinguish between segments whose production
is accompanied by vibrations of the vocal folds — the so-called voiced Voicing
segments (e.g., b,d) — and ones that are voiceless (e.g., p.f). Voicing is a Voiced | Voiceless

second major feature that classifies consonants.

The third class of features indicates the manner of constriction. Obstruents
form the subclass of phonemes that are produced while temporarily obstruct- Velar | g
ing airflow — either fully, creating a stop consonant (e.g., p,b,t,d), or momen-
tarily, resulting in a fricative (e.g., fvs,z). A third type of obstruents,

Place of articulation | Labial | b

affricates, comprise sequences of stop-fricative consonants that share the With these facts at hand, consider now Egyptian Arabic. This language bans
same place of articulation, such as tf and d3. The stricture associated with : the voiceless bilabial stop p. It manifests words like katab (he wrote), but
obstruents tends to inhibit spontaneous voicing (because vibration of the disallows katap. For velars, in contrast, the voiced and the voiceless counterparts
vocal folds requires continuous airflow), so their voicing requires a deliberate are both allowed. So the labial voiceless stop is single-handedly banned (indi-
adjustment. In contrast, sonorants (which do not obstruct the airflow), includ- cated by the shading in 11), whereas the other three cells are admitted. This ban on
ing nasals and approximants, are naturally voiced. Nasals are produced by p indeed makes good phonetic sense, as it is easier to maintain the voicelessness
lowering the velum so that air escapes through the nose. Approximants are ; feature for velars than labials, especially when surrounded by vowels (for detailed
constrictions that do not create air turbulence or trilling. Central approximants explanation, see Hayes & Steriade, 2004; Hayes, 1999; Ohala & Riordan, 1979).
allow airflow at the center of the tongue (e.g., w); lateral approximants allow ' In fact, one can rank the phonetic difficulty of producing these various voiceless

for airflow at its side (e.g. [). Some of these features are listed in (9) using ; stops as follows (ignoring the double consonants for the moment):

T
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(12) The phonetic difficulty of producing voiceless stops (Hayes & Steriade,
2004):
p k pp kk
bb pp
hard - easy

But given that the exclusion of p obeys phonetic pressures, one might wonder
who runs the show: Is the distribution of these segments governed by abstract
phonological principles that are independently represented in the mind, or is it
directly regulated by the phonetic system, depending on their ease of production?

A second aspect of Egyptian Arabic allows us to distinguish between these
possibilities. This fact concerns geminate consonants. Geminates (e.g., bb) are
longer versions of their singleton counterparts (e.g., b), but the difference in length
is significant phonologically, as it can distinguish between words (e.g., sabaha
‘to swim’® vs. -sabbaha ‘to praise’). As it turns out, Egyptian Arabic allows the
geminate bb, but it bans its voiceless counterpart pp (see 13). But unlike the
original ban of voiced singletons (*apa), the ban on geminates (*appa) has no
phonetic thyme or reason. While, as noted above, voicelessness is hard to main-
tain for the labial singleton p, for geminates it is the reverse that is true: the
voiceless geminates pp are easy to produce. So the illicit pp are easier than the licit
bb, and as shown in (12), pp geminates are also easier to produce than the licit
singleton k. Accordingly, the ban on pp must have a phonological source that is
independent of the phonetic factors governing voicing.
(13) Phonological units are preserved under combinations: the case of

Egyptian Arabic.
- Voiceless stops are disallowed (*ap)
Voiceless geminate stops are disallowed (*app)

The systematic link between the presence of geminates and their singleton
counterparts in Arabic is not an isolated case. An analysis of a diverse language
sample (see Box 3.1) suggests that it is statistically significant and robust:
Languages that include some geminate xx will also include its singleton counter-
part x. Such examples show that phonological restrictions are distinct from
phonetic pressures, and they each obey different principles. While the phonetic
system is a blending system in which the various ingredients interact in complex
manners that can obliterate their individual roles, phonological processes are
discrete and combinatorial. The phoneme p is a discrete element, sampled from
the VOT continuum, and the identity of the p unit will be preserved when
combined to form a geminate, pp. While the original ban on p is phonetically
motivated, it is independently represented at the phonological level. Since pho-
nological principles are governed by abstract combinatorial principles, and given
that p is recognizable as a part of pp, the phonological ban on p can extend from
singletons (e.g., *ap) to geminates (e.g., *app) despite its greater phonetic cost.
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Such systematic reflexes, I argue, directly follow from the architecture of the
phonological system. Phonological edifices follow good engineering practices
inasmuch as they often (perhaps always) optimize phonetic pressures, but their
building materials are all discrete, and they are assembled according to principles
that are combinatorial. This principle is a broad master plan in the design of
phonological systems.

2.4.2  Specific design principles.: shared primitives and combinatorial
constraints

Phonological systems not only share a broad master plan — the use of discrete
combinatorial means to optimize phonetic pressures — but also converge on the
specific designs that they ultimately manifest — the set of phonological primitives
that recur across languages, and the principles that govern their combinations.
This shared design (discussed in Chapters 6—8) offers some of the most decisive
arguments for the specialization of the phonological mind. For now, the special-
ization of the pattern-maker will not be addressed, but some of these common
patterns will, however, be illustrated using a few examples from spoken language
(commonalities with sign languages are discussed in the next section).

Phonological systems share a set of phonological primitives that are puta-
tively universal. All spoken languages include segments (e.g., p) patterned from
features (e.g., labial, voiceless, stop); they contrast consonants and vowel seg-
ments, and combine them to form syllables (e.g., pen.cil), which, in turn, are
grouped into hierarchically metrical feet (e.g., [[red] [[pen.cil]]. While the
specific instances of those categories vary across languages (e.g., not all lan-
guages include the segment b), the categories themselves are largely shared.

Spoken languages also exhibit common, perhaps universal, constraints on the
patterning of those primitives. Consider, for example, the constraints governing
the internal patterning of syllables (Prince & Smolensky, 1993/2004). Every
syllable has a nucleus (usually, a vowel) at its core. In addition to the obligatory
nucleus, syllables may also include one or more consonants at each margin — the
initial consonant(s) is called an onset (e.g., dog), whereas the final one(s) is
called the coda (e.g., dog). While syllables may come in different shapes, not all
shapes are equally desirable (see 14). Across languages, syllables that include
an onset are far preferred (e.g., more frequent) compared to those that lack one
(e.g., ba>a, where > indicates preference), simple onsets (with only one
consonant) are preferred to complex ones (e.g., ba>bla), and finally, open
syllables (syllables that lack a coda) are preferred to ones with a coda (ba>bag).
(14) Cross-linguistic preferences concerning syllable structure

a. Onsets are preferred: Syllables with onsets are preferred to those with-
out them (ba>a).
b. Complex onsets are dispreferred to simple ones (e.g., ba>bla).
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c. Codas are dispreferred: syllables with codas are dispreferred to those
without them (ba>bag)

These cross-linguistic tendencies could suggest the existence of universal
phonological principles that render certain structures better formed than others.
Indeed, certain structures are not only systematically underrepresented (e.g., ab
is less frequent than ba), but they are also less likely to result from productive
phonological processes. A string like aba, for example, is far more likely to
be syllabified as a.ba (including a well-formed ba syllable) than ab.a (with
the comparatively ill-formed ab). Moreover, a growing body of experimerital
evidence demonstrates striking parallels between these cross-linguistic tenden-
cies and the behavior of individual speakers. These findings show that people
tend to favor structures that are preferred across languages to ones that are cross-
linguistically dispreferred. Crucially, these preferences are documented even
when both types of structures are absent in participants’ language. Subsequent
chapters review the evidence for phonological universals, their developmental
onset and neural implementation.

2.5 Unique design

Phonological systems not only share a common design, but their design also
differs from other forms of communication, including both the natural commu-
nication systems of nonhumans and the nonlinguistic forms of human commu-
nications. At first blush, these observations would seem to follow trivially from
the properties of the auditory and articulatory channels. Since the human sensory
and articulatory systems differ substantially even from those of our closest ape
relatives (Lieberman, 2006), the obliviousness of chimps to onset structure (e.g.,
ba>bla), for example, comes as no surprise.

But while the intimate link between the phonetic channel and phonological
patterns is undeniable, the possibility that the channel alone is responsible for
the structure of phonological patterns runs into two obstacles. First, channel
properties, though certainly necessary, are insufficient to explain the design of
phonological patterns, as channel and design can doubly dissociate from each
other. Despite different modalities, spoken phonological systems share some
important primitives and constraints with sign languages. Conversely, phono-
logical and musical patterns share an aural channel, but differ on their struc-
ture. Second, the uniqueness of human phonological patterns is evident even
beyond their choice of specific primitives and constraints. It is the broad master
principle of phonological patterning that is unusual, if not uniquely human.
The following section illustrates some of the broad features that distinguish
phonological systems from animal communication. We next touch on some of
the properties that distinguish phonological patterns from patterns of musical
sounds.
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2.5.1  Negotiating productivity and channel pressures in animal
communication

At their broadest form, phonological patterns assemble discrete meaningless
elements according to combinatorial principles that optimize phonetic pres-
sures. None of these ingredients — meaningless patterning, phonetic constraints,
or even the representation of a discrete combinatorial system — is unique to
humans. But while the ingredients of the phonological mind might be shared
with other species, their combination is quite rare. The detailed evidence is
presented in Chapter 10. Here, we consider a few illustrations.

Consider the case of birdsong — the quintessential example of vocal pattern-
ing in animal communication. Many birdsongs exhibit systematic constraints
on the patterning of elements that are apparently meaningless (i.e., lack precise
reference). Swamp Sparrow songs, for example, are made of discrete “notes,”
combined in a particular manner that varies across communities: the New York
population of Swamp Sparrows chain their notes in one order (I-VI sequences,
where — stands for an intermediate note) whereas Minnesota birds favor the
opposite ordering (e.g., VI-), and individuals from the New York community
prefer their local note ordering to the Minnesota syntax (Balaban, 1988a). While
these geographic variations must be learned, other organizational principles
(e.g., the inventory of notes and some of the restrictions on their combinations)
appear to be universal and innate (Lachlan et al., 2010). Moreover, like the
adaptation of human phonological systems to phonetic pressures, birdsongs are
similarly shaped by motor articulatory constraints (Suthers & Zollinger, 2004).

Birdsong, then, manifests two important hallmarks of human phonology: It
exhibits discrete combinatorial structure, and it adaptively fits its transmission
channel. But remarkably, the possession of these two capacities does not necessa-
rily give rise to phonological patterning. None of our great ape relatives manifests
natural phonological patterns despite demonstrating the capacity for combinatorial
structure in laboratory settings. And even when those two ingredients of phono-
logical patterning — combinatorial structure and adaptive fit to the channel — are
each deployed in natural birdsong, they do not appear to spontaneously combine
together, giving rise to powerful combinatorial principles that are grounded in the
properties of the communication channel.

The presence of the ingredients — combinatorial structure and adaptive
design — in the absence of their product — algebraic optimization — is signifi-
cant because it suggests that the product does not trivially fall out from its
parts. Merely having the capacity to represent combinatorial structure and to
fit the transmission channel does not guarantee the capacity to put complex
combinatorial machinery to the service of those phonetic pressures. The rarity
of this combination in animal communication and its absence in our phylogenetic
relatives, specifically, suggest that it is the result of genetic/neural modification in
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the human lineage, possibly due to its role in human language. Whether this
capacity turns out to be uniquely human remains to be seen (humpback whales
might present one notable exception; Payne & McVay, 1971; Suzuki, Buck &
Tyack, 2006). But at the very least, it appears that human phonological patterns
are highly specialized, and that this specialization does not emerge spontane-
ously, nor does it spontaneously emerge from the properties of the phonetic
channel.

2.5.2  Phonology and music: similar channels, different designs

Another perspective on the potential uniqueness of human phonological patterns
is gained from the comparison of their design to that of other forms of human
communication. If the design of phonological systems were solely determined
by the properties of the human auditory and motor systems, coupled, perhaps,
with a generic capacity for discrete combinatorial structure, then two predictions
should follow. First, the phonological design of spoken languages should differ
markedly from that of signed languages. Second, the design of phonological
systems should converge with musical systems — systems that rely on the same
auditory and articulatory interfaces. Neither of those predictions is borne out.

Although the phonologies of signed and spoken languages differ in important
ways, they nonetheless share numerous primitives and combinatorial principles
(Sandler & Lillo-Martin, 2006). As in spoken languages, the phonological
patterns of sign languages hierarchically combine features to form two binary
classes (Location and Movements), which, in turn, yield syllables — mean-
ingless units that are demonstrably distinct from the meaningful morphemes.
Moreover, signed and spoken phonologies also share some phonological con-
straints, including sonority and identity restrictions (Brentari, 1998; Sandler,
1993). Thus, the putative phonological universals are not invariably modality-
specific. .

The complementary aspect of the dissociation between channel and design is
evident from the comparison of phonological and musical patterns — systems
that share the aural channel, but differ in important aspects of their design (Patel,
2008). Since a full exposition of those differences falls beyond the scope of this
discussion, we will resort to one telling illustration concerning the properties of
hierarchical structures in the two domains.

Music and phonology both represent hierarchical structures. In both cases,
events are related to each other by virtue of their role in an overall hierarchy. But
those hierarchies encoded in the two domains are different in kind. Phonological
hierarchies define containment: A syllable (e.g., bag) contains an onset (e.g., b)
and a rhyme (e.g., ag), which, in turn, contains a nucleus (z) and a coda (g), each
of which comprise feature hierarchies. Furthermore, phonological hierarchies
outline domains used to restrict the co-occurrence of elements. Syllables are the
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Figure 2.3 Twinkle, Twinkle, Little Star

domains of restrictions on consonant co-occurrence: sequences like /b are allowed
across syllables (e.g., el bow) but not within them (e.g., lbow).

Like phonological patterns, musical pitch systems constrain the sequencing
of auditory events, and some of those representations encode containment
hierarchically (i.e., grouping hierarchies, see Lerdaht & Jackendoff, 1983).
But the organization of musical events also supports constraints of a markedly
different type — the representation of relative stability.

Consider, for example, “Twinkle, twinkle, little star” (see Figure 2.3). Let us
focus on the second bar. This bar includes two pitch events: an A (of little) and a
G (of star). Now, suppose you were asked to perform a little “Solomon judg-
ment”: You may retain only one of the two pitches and you must give up the
other. Which one would you choose?

When push comes to shove, most listeners would sacrifice the A (of /ittle)
over the G (of star) since the G sounds more stable and hence provides a better
ending than an A. Moreover, the unstable A is perceived as an elaboration of the
more stable G. Indeed, tonal events are encoded in terms of their prominence-
stability and elaboration. Certain events are represented as more stable, and
hence, more prominent, than others, and unstable events are perceived as
the elaboration of more stable ones (Jackendoff & Lerdahl, 2006; Lerdahl &
Jackendoff, 1983). By contrast, ill-formed syllables (e.g., /ba) are not unstable
and neither do they elaborate better-formed syllables (e.g., ba) — stability and
elaboration uniquely pertain to the domain of musical tonality, they have no role
in phonological patterning, Thus, despite their common reliance on hierarchical
organization, musical and phonological hierarchies are different in kind.

Summarizing, then, phonological patterning is intimately linked to the pho-
netic channel, yet the phonetic channel alone is insufficient to explain the design
of phonological systems. Music and phonological systems share an auditory
channel but differ in design, whereas the phonological patterns of signed and
spoken languages exhibit significant similarities in design despite relying on
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different channels, Tt is thus unlikely that the special status of phonology relative
to the various manifestations of human aural patterns is solely due to the phonetic
channel. The human phonetic channel, including its auditory and articulatory
characteristics, is also unlikely to solely account for the profound differences
between human phonology and the natural communication systermns of nonhu-
mans. While many nonhuman animals exhibit phonetically adaptive patterns of
meaningless elements, and several species might even possess discrete combi-
natorial means, no other species is known to deploy the powerful combinatorial
arsenal characteristic of phonological patterning in the service of its natural
communication. These observations suggest that the design of phonological
systems may be not only universal but possibly unique.

2.6 Phonological knowledge lays the foundation for the cultural
invention of writing and reading

The human propensity for phonological patterning manifests an interesting quirk.
Not only does it instinctively apply to our primary form of linguistic communi-
cation but it also extends to reading and writing. Unlike language, a natural
biological reflex that is universally present in any human community, writing and
reading are cultural inventions. They deploy elaborate invented technologies that
use visual symbols to convey linguistic information — inventions that emerge
only in certain select human cultures. But as detailed in Chapter 12, even these
language technologies are phonologically based. The precise phonological ele-
ment depicted by the writing system varies — some orthographies use graphemes
to stand for syllables (e.g., Chinese); others (e.g., English) encode consonants
and vowels; while some register only a bare skeleton of segmental structure using
mostly consonants (e.g., Hebrew). Nonetheless, all fully developed writing
systems encode phonological units of some level (DeFrancis, 1989).
Phonological patterning defines not only the encoding of linguistic messages
in writing, but also their decoding in reading. Reading invariably entails the
decoding of phonological forms from print. Phonological decoding is clearly
evident in the laborious, intentional decoding of beginning readers, but it is
not limited to the initial stages of reading acquisition. Although many skilled
readers believe they extract words’ meaning “directly” from letters, without
any phonological mediation, appearances can be misleading. A large body of
experimental research demonstrates that phonological recoding is quite robust.
For example, adult skilled readers tend to incorrectly classify rows as a flower,
reliably more than a spelling control robs (Van Orden, 1987; Van Orden et al.,
1988). The difficulty with rows cannot be due to its spelling, as rows and robs
are both matched for their letter-overlap with the intended homophone, rose.
Accordingly, the errors with rows show that skilled readers extract the phono-
logical form of printed words, and they do so automatically, even though the
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task clearly calls for spelling verification. Such phonological effects have been
demonstrated in numerous orthographies, ranging from English to Chinese
(Perfetti & Zhang, 1995). Readers’ reliance on phonological computation in
different orthographies suggests that, despite their different methods of decod-
ing phonological structure, the computation of phonological representations
from print might be universal (Perfetti et al., 1992).

Further evidence for the link between people’s phonological competence and
reading ability is offered by developmental dyslexia. Developmental dyslexia is
a heritable reading disorder characterized by the failure to attain age-appropriate
reading level despite normal intelligence, motivation, affect, and schooling
opportunities (Shaywitz, 1998). This very broad definition does not specify
the etiology of dyslexia or its precise manifestations, and indeed, dyslexia might
acquire several distinct forms resulting from distinct underlying deficits.
Although there is clearly not a single ‘cause for dyslexia, research in this area
has consistently shown that many dyslexic readers exhibit deficits in decoding
the phonological structure of printed words, which, in turn, can be linked to
subtle, heritable deficits in processing spoken language that are detectable even
in early infancy (Leppénen et al., 2002; Molfese, 2000).

Taken at face value, these findings are puzzling. Why should writing and reading
rely on phonology? The reliance on phonological principles is not logically
necessary for the visual encoding of language — new words could conceivably
be formed by combining semantic, rather than phonological, attributes (a gir! could
be expressed by the combination of female and young, a book by combining signs
for language and sight, etc.) and semantic features do, in fact, play a role in some
writing systems (e.g., in Chinese). Yet, no full writing system uses it to the
exclusion of phonological patterning. Even more puzzling is the recoding of
phonological structure in skilled reading given that doing so is even detrimental,
as evident in the phenomenon of homophone confusion (e.g., a rose is a rows is
a roze).

The compulsive patterning of print, however, is far better understood within
the broader context of phonological patterning in natural language. All human
langnages, both spoken and signed, manifest phonological patterning, the
design of phonological patterns exhibits some common universals that distin-
guish it from the structure of nonlinguistic systems, and humans are instinc-
tively tuned to discover the phonological patterning of their native language:
they begin doing so practically at birth, and when no phonological structure
exists, they invent a phonological system that bears some similarity to the
structure of existing phonological systems. Seen in that light, the phonological
basis of reading and writing follows naturally from the design of oral language.
Although reading and writing are invented systems, these systems encode
linguistic information, and consequently, they must rely on some of the linguis-
tic machinery that is already in place. If phonological patterning is instinctive
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and indispensable for the representation of language, then it stands to reason
that the language system cannot handle printed linguistic symbols unless they
are first recoded in phonological format. The recapitulation of phonological
principles in the invention of writing and reading thus underscores the instinc-
tive nature of phonological patterning.

3 The anatomy of the phonological mind

The speéial phonological talents of humans, reviewed in the
previous.chapter, demand an explanation, This chapter articulates
_two rival accounts for these facts. One view asserts that humans
 are biologically equipped with a specialized system for phono-
logical patterning, the phonological grammar. The productivity of
phonological patterns, their spontén;eous emergence and univer-
- sality all spring from two broad properties of the system: its
algebraic computational machinery, and the presence of substan-
5 :ﬁve universal constraints on the structure of potential phonolog- -
~ical patterns. On an alternative explanation, the phonological
talents of humans result from systems that are not specialized
- for phonological patterning. The following . discussion outlines
these two competing hypotheses as the basis for their evaluation,
in subsequent chapters.

31 The phonological grammar is a core algebraic system

Humans are equipped with remarkable phonological talents. We instinctively
recognize phonological patterns in the structure of our language, we sponta-
neously generate phonological systems anew, and the patterns we produce have
some recurrent and potentially unique design properties.

What is the basis for the pervasive phonological talents of humans — the
reflexive tendency of the very young and old to engage in phonological
patterning, to systematically extend the patterns of their native language to
novel forms that they have never heard before, and to generate phonological
systems anew in the absence of a model? Why do different languages exhibit
common phonological patterns that are intricate and complex, but distinct from
other expressive communication systems used by humans and nonhumans?
And why do the phonological reflexes of language extend to the invented
cultural technologies of reading and writing?

35
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In this chapter, I consider the possibility that these special human talents are
the product of a special system, dedicated to the computation of phonological
structure. At the heart of the phonological system is a set of constraints that
favor certain phonological structures over others (e.g., ba>a). These constraints
further manifest two important properties. First, they are highly productive and
systematic, and consequently, they allow speakers to extend their phonological
knowledge to novel forms. Second, those constraints are shared across many
languages, perhaps even universally. These two properties define a system of
the brain and mind that is specialized for phonological patterning — the phono-
logical grammar-.

As in previous chapters, terms like “constraints” and “grammar™ are used
here to refer to a set of principles that are tacit and instinctive, not to be confused
with the set of normative restrictions on how one should use one’s language, as
determined by some self-designated language mavens. Just as young infants
instinctively know that a dropped object will fall down, rather than fly up in the
air, so do people, young and old, have instinctive knowledge of the sound
structure of their language. They acquire this knowledge spontaneously, with-
out any explicit tutoring, and they encode it as a set of constraints on the shape
of possible phonological patterns. Those tacit constraints are the phonological
grammar. Our questions here, then, are what allows phonological grammars to
extend generalizations across the board, and why the phonological grammars of
different languages manifest shared properties.

In this book, I trace these features to two broad characteristics of the phono-
logical system. The productivity of phonological patterns is derived from
several computational properties of the phonological grammar, which are
collectively dubbed “algebraic.” The second characteristic of the phonological
grammar, namely universality, suggests a core knowledge system whose design
is partly innate. Core knowledge systems (e.g., our instinctive knowledge of
number, physics, biology, and the mind of others) were briefly mentioned in
Chapter 1. Each such system manifests a unique design that is relatively
invariant across all individuals and forms the scaffold for the acquisition of all
subsequent knowledge. Here, I suggest that the phonological grammar likewise
forms a system of core knowledge. Combining these two properties (see 1),
then, the phonological grammar is an algebraic system of core knowledge.

(1) The anatomy of the phonological grammar

a. The phonological grammar is an algebraic computational system.

b. The phonological grammar is a system of core knowledge.
The hypothesis of an algebraic core system of phonology, however, is certainly
not the only possible explanation for phonological patterns. On an alternative
account, phonological patterns are the outcome of several nonlinguistic systems
(e.g., auditory perception, motor control, general intelligence) that are neither
algebraic nor specialized for phonological computation. Attested phonological
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systems are shaped by the linguistic experience available to speakers. And to the
extent that different phonological systems happen to share some of their proper-
ties, such convergence is ascribed to historical forces and generic aspects of
human perception and cognition, not the reflexes of a specialized phonological
system per se.

The following discussion outlines the hypothesis of a specialized algebraic
phonological system. We next consider some of the challenges to this view.
Although the empirical observations that motivate those challenges are undeni-
able, there are several compelling reasons to reconsider the hypothesis of a
specialized phonological system. Subsequent chapters evaluate this hypothesis
in detail.

3.1.1  The phonological grammar is an algebraic system

Phonological knowledge entails the ability to recognize and generate novel
patterns of meaningless linguistic elements. As we saw in Chapter 2, speakers
will extend many of the phonological patterns of their language to novel forms.
When presented with new words that he or she has never heard before, an
English speaker will recognize thymes (e.g., hane vs. rane), parse words into
syllables (e.g., en-freaking-bot vs. e-freaking-nbot), and enforce voicing agree-
ment (e.g., Bachs, but not Bachz). In fact, people will systematically generalize
phonological patterns even when doing so gives rise to forms that are harder to
produce and perceive. Such cases are instructive because they demonstrate that
this productive force pertains to the phonological system itself. To explore the
mechanisms that support grammatical generalizations, we will focus on one
such case, the Egyptian ban on geminate pp, mentioned in Chapter 2.

To briefly review the relevant facts (from Hayes, 1999; Hayes & Steriade,
2004), Egyptian Arabic bans the singleton voiceless p (e.g., apa), but allows its
voiced counterpart b (e.g., aba). Taken at face value, the ban on p could
potentially result from either phonetic or phonological constraints, as forms
like apa are harder to produce than aba. But remarkably, the ban on the single-
ton p extends even to the geminate pp. Because the illicit appa is actually easier
to produce than the attested abba, its exclusion must result from the phono-
logical system proper, rather than the subsidiary phonetic component. And, as
shown in Box 3.1 below, the contingency of geminates on singletons is a robust
phenomenon, present in many languages. Our question here, then, is how the
phonological grammar forms such generalizations. Specifically, why does a ban
on p automatically extend to ban pp?

Generalization, of course, is not unique to phonological systems. Many
aspects of our cognition exhibit systematic leaps from evidence to conclusions
(see (2)). Given premises such as Socrates is human and Humans are mortal,
people routinely conclude that Socrates is mortal. Similarly, if Socrates is
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barred from heaven and Plato is barred from heaven, we gather that Socrates
and Plato will not be admitted either. The question of why the “no p” ban
extends to “no pp” is a special case of this broader phenomenon. But what
allows the human brains to exhibit systematic inferences?
(2) Some systematic algebraic inferences from inputs to outputs

a. {Socrates is human, Humans are mortal}=>Socrates is mortal

b. {Socrates is barred from heaven, Plato is barred from heaven};=>

{Socrates and Plato are barred from heaven);

c. *p=>*pp
That our brain, a physical machine, is capable of such feats should not be
taken lightly. Although modern life presents us with countless thinking
machines, physical devices that perform systematic inferences, the capacity
of physical systems — brains or mechanical devices — to solve such problems
presents a fundamental challenge. Every time our brain lawfully connects a
set of inputs (e.g., Socrates is human; Humans are mortal) and outputs
(e.g., Socrates is mortal), it effectively traverses the abyss between mind
and matter. In our mind, there is a natural link between premises and infer-
ences, and this link is formulated at the semantic level: We sense that the
semantic content of the inference follows from the semantic contents of the
premises. What is remarkable is that our brain can establish this link. Like all
physical devices, the operation of the brain can only follow natural laws,
guided by the physical properties of matter, not some elusive notion of
semantics. How, then, is a physical device such as our brain capable of
establishing systematic semantic relations (see 2)? And why is it compelled
to deduce certain inferences from premises — either logical (e.g., Socrates is
human) or phonological (no p)?

The solution put forward by the philosopher Jerry Fodor (Fodor, 1975;
Fodor & Pylyshyn, 1988) is known as the Computational Theory of Mind
(CTM). Building on Alan Turing’s (1936) analysis of thinking machines
(i.e., a Turing machine — a theoretical device capable of performing any com-
puter algorithm by sequentially reading and writing symbols on a tape, one
symbol at a time; Haugeland, 1985), Fodor suggested that mental processes are
computational — they are sensitive to the formal organization of data structures,
and they operate by manipulating the structure of those representations (see 3).
I review those distinct assumptions in turn.

(3) The Computational Theory of Mind (CTM): some core tenets.
a. Structured representations
(i) Mental representations are symbols, either simple (atomic) or com-
plex (molecular).
(ii) Complex mental representations have syntactic form and semantic
content.
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(iii) The semantic content of complex mental representations depends
on the syntactic structure of their parts and their atomic meanings.
b. Structure-sensitive processes
() Mental processes manipulate the syntactic form of representation in
a manner that is blind to their semantic content.
(ii) Mental processes operate on variables.

3.1.1.1 Mental representations are discrete symbols

The first set of assumptions in (3) concerns the structure of mental repre-
sentations. Mental representations, according to the CTM, are symbols:
arbitrary pairings of discrete forms and semantic contents. To illustrate this
assertion, let us first consider words where the distinction between form and
meaning is easy to grasp. English, Spanish, and Hebrew speakers all share a
concept of DOG, but they each express it using different forms: English
speakers say dog; Spanish speakers use perro, and for Hebrew speakers, it’s a
kelev. The phonological forms dog, perro, and kelev are all discrete, they are
each linked to the concept DOG, and the link is arbitrarily set in each such
language.

The pairing of form and semantic content plays a similar role in the repre-
sentation of phonology. As discussed in Chapter 2, phonemes are mental
representations that are discrete and digital. Within the phonological grammar,
each phoneme is thus represented by a symbol that carries a distinct semantic
content — the content /p/, for instance, is different from /k/. This semantic
content is not any specific concept — phonological symbols carry no conceptual
meaning. Rather, it is the interpretation given by the phonological system to the
forms that represent each phoneme (e.g., the form that encodes /p/). The actual
physical representation of phonemes in the brain remains unknown, but if the
CTM is true, then we should expect the forms encoding /p/ and /k/ to be
different. For now, we will illustrate this hypothesis using different shapes to
stand for different phonemes — a circle for /p/, a square for /k/ (see Figure 3.1).
Obviously, T do not claim that the brain represents phonemes by geometrical
shapes. Rather, these shapes simply illustrate the hypothesis that different
semantic contents (those of /p/ and /k/) are represented by different forms
(here, circle and square). Also, note that forms can represent either an individual
instance i (e.g., /p/ vs. /b/, members of the class of “labial consonants,” see
Figure 3.1a) or an entire class (e.g., any labial consonant, and velar consonant,
etc., see Figure 3.1b). Our goal here is to explore the use of form to convey
semantic distinctions. Doing so, as we will next see, requires, inter alia, the
capacity to distinguish simple and complex representations, and to operate on
variables.
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a. Phoneme instances b. Phoneme categories

Ik velar
i
i

Figure 3.1 The use of atomic shapes as symbols for singleton phonemes,
either specific phoneme instances (a) or phoneme categories (b)

3.1.1.2 Complex representations and structure-sensitive processes

A single phoneme (e.g., /p/) or a feature (e.g., labial) can each be considered an
atom — their form is simple (unstructured), and so is their semantic content.”
‘We now consider how those simple atomic representations give rise to seman-
tically complex representations, such as the geminates /pp/. We consider two
encoding schemes for such semantically complex representations: ones that are
either formally simple or complex (see Figure 3.2 vs. 3.3)

The first approach represents the semantic complexity of /pp/ by coining a
new atomic form — an octagon (see Figure 3.2). The resulting system is clearly
adequate, inasmuch as it captures the distinction between /pp/, /p/, and /k/, but
there is nonetheless a problem. To unveil it, consider how this system might
represent the ban on specific phonemes (e.g., /p/ is disallowed). Let us encode
such bans by a star. A star followed by a circle will ban /p/, a star followed by a
square bans /k/, and a star followed by an octagon bans /pp/. While, at face
value, this system captures all the relevant facts, its method of doing so is
fundamentally flawed. Each fact must be encoded separately: given */p/, one
has to independently stipulate the ban */pp/. The problem, here, is not that it is
impossible to ban /pp/; evidently, this constraint can be represented quite easily.
Rather, the concern is that doing so requires a separate stipulation, distinct and
independent from the ban on /p/. If one didn’t encode it separately, the */pp/ ban
wouldn’t automatically follow from an existing */p/ ban.

Human minds, however, do not work this way. Thinking of a semantically
complex proposition such as Socrates & Plato does not merely allow for the
possibility of thinking of Plato but effectively requires it. So if Socrates is
barred from heaven, then, other things being equal, he will remain shunned even
when accompanied by Plato (“Plato & Socrates are barred from heaven”).
Like logical inferences, phonological generalizations exhibit systematicity. The
Egyptian Arabic ban on /p/ systematically transfers to /pp/, and the transfer
occurs on formal grounds that are internal to the phonological grammar — there

! The view of phonemes is adopted here for purely expository reasons. In reality, phonemes are
bundles of features whose precise composition is critical for most phonological processes.
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Ipp/

Figure 3.2 The use of atomic shapes to encode geminates

QD

Figure 3.3 The use of complex shapes to encode geminates

is no phonetic motivation for such generalizations. The question, then, is what
property of the grammar ensures that such systematic inferences must follow.

The solution proposed by the CTM makes semantic complexity follow from
the syntactic complexity of forms. The semantic complexity of Socrates &
Plato is represented by the combination of two distinct forms, for Socrates and
Plato, respectively. Similarly, the semantic complexity of geminates /pp/ is
expressed by the reduplication of the form standing for the /p/ atom
(Figure 3.3). Since mental processes are sensitive to the formal structure of
mental representations, syntactic complexity mandates semantic content in a
systematic and obligatory fashion: The syntactically complex Socrates & Plato
entails Plato, /pp/ entails /p/. In the same vein, a ban on /p/ automatically
transfers to each constituent of the complex */pp/ symbol, so */p/ entails
*/pp/, as is indeed the case in Egyptian Arabic.

3.1.1.3 The role of variables

Geminates, such as /pp/, are special cases of a general relation between two
phonological categories — the relation of identity. And while the machinery
discussed so far would support the formation of systematic links between
simple and complex representations, it is still limited in its ability to capture
the identity function itself.

The problem is, once again, systematicity. Recall that forms can stand for
either an instance (e.g., /p/) or an entire category (e.g., any labial consonant).
While the specific restriction */pp/ applies to a specific instance /p/, identity
restrictions typically apply to entire categories (e.g., labials). Because all
members of the class are represented by the same symbol, they form an
equivalence class. And by referring to equivalence classes, identity restrictions
in turn can extend to any of their members, either familiar or novel. But while
restrictions over entire categories (e.g., any labial) can support powerful gen-
eralizations, they also raise some new challenges. To see those challenges,
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consider, for example, a phonological system that requires any two labials to be
identical. Given /p/, the system should produce /pp/, and given /b/, the system
will produce /bb/. Forms like /pb/, with nonidentical labials, are banned. Our
goal, then, is to allow the formation of identical consonants (e.g., /pp/, /bb/)
while excluding non-identical members (e.g., /pb/).

The formation of identical elements (e.g., X>XX) is the mirror image of the
ban on identical items (e.g., *XX), and both cases are identity functions.
Identity functions apply to any member of a class X, and this class is instantiated
multiple times within a single expression (e.g., ¥XX). The challenge is to ensure
that these instances are all identical; If a particular labial /p/ is selected for the
initial category X, then this very same labial (and not /b/) should be selected in
all others. Variables, akin to the algebraic variables in mathematical expressions
(X=XX), can address this challenge. Variables can stand for a category of
instances as a whole. This, in turn, allows us to encode a given category multiple
times and bind these multiple occurrences together. For example, if we take X to
stand for “any labial,” variables will ensure that we select the same labial
instance (e.g., /p/) whenever the labial category is called. Moreover, once
such variables are introduced, then the generalization of relations, such as
identity, will follow automatically. A ban on any singleton will not merely
allow for the ban on its geminate counterpart — it will effectively require it.

3.1.1.4 Summary
The explanation proposed by the Computational Theory of Mind, in general,
and in its present application to the case of phonology, discussed here, makes
some broad predictions with respect to the types of representations available to
people and the types of inferences they support (see 4). First, as discussed in
Chapter 2, it assumes that phonological representations are discrete and combi-
natorial! Second, such representations distinguish between instances of a cat-
egory (e.g., p, k) and the category (e.g., any consonant). But because instances
are all represented by forms, the system can treat all members of a category
alike, and ignore their differences. Such equivalence classes are important
because they allow the system to encode generalizations that apply to any
class member, either existing or potential, and as such, they can extend general-
izations across the board. Finally, because phonological systems have the
capacity to operate over variables, they can encode abstract relations among
categories, such as their identity. Following Marcus (2001), we will refer to
systems that exhibit these properties as algebraic. Our question here is whether
the phonological grammar is in fact an algebraic system. Subsequent chapters
will address this question.
(4) Some features of algebraic systems

a. Algebraic representations are discrete and combinatorial.
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b. Algebraic relations define equivalence classes that support across-
the-board generalizations to any class member.

¢. Algebraic systems allow for the encoding of abstract formal relations,
such as identity (e.g. bb).

Box 3.1 A typology of geminates

The algebraic account of phonology, discussed in section 3.1.1, predicts that
languages with geminate consonants should also exhibit their singleton
counterparts. The evidence reviewed so far, however, was based on a single
case, Egyptian Arabic. Accordingly, one might wonder how general is this
phenomenon: Is the phonological representation of geminates typically
complex, or might geminates be represented in an atomic fashion, unrelated
to singletons?

To examine this question, one can compare the occurrence of geminate
consonants and their singleton counterparts in a representative language
sample. This survey uses the UCLA Phonological Segment Inventory
Database, a sample including 919 segments from 451 languages complied
by Ian Maddieson (1984); (the html interface by Henning Reetz can be
found on http://web.phonetik.uni-frankfurt.de/upsid_info.html). If gemi-
nates are represented algebraically, as complex segments, then a language
that allows a geminate (e.g., /pp/) will necessarily have to also allow its
singleton counterpart (e.g., /p/); an atomic representation predicts no such
contingency.

Table 3.1 lists the number of occurrences of geminates and singleton
segments. An inspection of these figures suggests that geminates are not
very frequent in the sample (a total of seventy-five occurrences overall,
summed across all languages that manifest geminates (a total of twelve
languages) and all geminate segments within each language). Remarkably,

Table 3.1 The contingency between geminate consonants and their
singleton counterparts in the UCLA Phonological Segment Inventory
Database

Singleton present Singleton absent Total
Geminate present 63 12 75
Geminate absent 3,129 13,943 17,072
Total 3,192 13,955 17,147
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however, when a geminate does occur in a language, in most cases
(63/75=0.84) so does its singleton counterpart. For example if /pp/ occurs,
so does /p/. There are only twelve counterexamples (occurrences of gemi-
nates without their singleton counterparts, such as /pp/ without /p/), and their
probability (p=.165) is far lower than the probability that these singletons
are independently absent. To calculate the probability of those cases, we
consider all singleton sounds for which a geminate counterpart does exist in
the sample (e.g., /p/, whose geminate, /pp/, exists in some languages). For
each such sound, we next count the number of languages in which only the
singleton sound was present. For example, although the /mm/ geminate is
attested in the sample (there are three such languages), there are 423
languages in which /m/ occurs in the absence of /mm/, and when all these
singleton-only occurrences are summed across segments, the total reaches
3,129 cases. For each of these singletons, we next tally the number of
languages that lack both the singleton and its geminate counterparts..For
the /m/-/mm/ example, there were twenty-five languages in which neither
/m/ nor /mmy/ is attested, and when summed across all segments, the total
cases in which both singleton and geminate are absent is 13,943.
The probability of these independently unattested singletons relative to the
total segment occurrences in the sample (17,147) is thus 13,955/17,147,
p=.81. By contrast, the probability that singletons are absent When. t}.lelr
geminate is present is significantly lower (12775, p=.1 65).2A statistical
comparison of these two proportions (a binomial test, (1)f208.26,
p<.0001) indicates that the presence of a geminate implies its smgleto.n.
Thus, if a language includes a geminate, it is also likely to include its
singleton counterpart. While this analysis does not address phonetic explgn-
ations for these facts, it does suggest that the singleton-geminate contin-
gency in Egyptian Arabic may not be an isolated case.

3.2 Phonology is a core system

While algebraic machinery might be necessary to attain phonological gt?neral—
izations, algebraic machinery alone cannot be the entire story. The evidence
reviewed in Chapter 2 suggests that phonological patterns are special. They
have some common design features that hold across languages. Moreover, this
design is not found in the natural communication of nonhuman species, nor is it
invariably present in all aural patterns generated by humans (e.g., music). The
existence of unique, idiosyncratic phonological patterning would sugge.st an
idiosyncratic pattern-maker — a system that is specia lized for the computation of

phonology.
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Specialized mental systems, however, are often confused with various straw-
man claims that have attracted lots of bad press (see 5). Some people view
specialized systems as encapsulated processors whose operation is blind to any
contextually relevant information. Others have presented specialized systems as
“neural hermits” — brain substrates sharing none of their components with any
other cognitive mechanism, regulated by genes that are expressed exclusively in
those regions. Finally, domain-specificity is sometimes equated with a radical
nativist perspective that requires the relevant knowledge to be fully formed at
birth, immune to any relevant experience.

(5) Some presumed properties of domain-specificity: a cartoon version

a. Processing autonomy: Domain-specific knowledge is fully encapsulated
from contextually relevant information.

b. Hardware independence: Domain-specific knowledge is encoded in
neural substrates that share none of their components with other
domains, and are regulated by genes that are expressed exclusively in
those regions.

c. Radical nativism: Domain-specific knowledge is fully formed at birth,
and is immune to experience.

None of these claims fares very well against the available evidence. Decades of
intense experimental tests have failed to unequivocally identify any cognitive
system that is fully encapsulated. And since some degree of processing encap-
sulation is a general hallmark of automaticity — the reflex-like character of
highly practiced skills, such as driving or typing — encapsulation, if shown,
would hardly demonstrate specialization anyway. Likewise, no known cogni-
tive system, including language, is realized by neural substrates that are fully or
even partially segregated; no known brain substrate comes “preloaded,” blind to
its neighboring cells and immune to experience, and no known gene is
expressed solely in “language” brain areas. Finally, while some hereditary traits
are present at birth, others (e.g., secondary sexual characteristics) manifest
themselves only in later development. Regardless of their development onset,
however, inherited traits are exquisitely sensitive to variations in experience,
subtle changes in environmental conditions, and plain chance (Balaban, 2006).
Accordingly, the requirement that domain-specific knowledge be fully immune
to experience is biologically untenable.

Although there is plenty of evidence to refute the cartoon version in (5), such
observations do not in fact address cognitive specialization per se. To appreciate
this fact, consider a case of putative specialization in a nonhuman species. Zebra
Finches are famous for their characteristic song, which manifests several hall-
marks of a specialized biological system: Its acquisition is typically limited to a
specific “window of opportunity” (Immelmann, 1969), it is regulated by a well-
defined brain network that is genetically controlled (Warren et al., 2010), and
the song is highly invariant across members of the species. In fact, Zebra
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Finches have been shown to converge spontaneously on this song pattern even
when they have never heard it before (Feher et al., 2009). Nonetheless, a full
acquisition of the song requires learning, the brain substrates engaged in bird-
song might include components shared with other behaviors, and they are
regulated by genes that are expressed in multiple sites (e.g., Haesler et al,
2007; Scharff & Haesler, 2005; Warren et al., 2010). But despite these blatant
violations of “hardware independence” and “radical nativisin,” most people still
consider birdsong as a good candidate for a specialized cognitive system.
In fact, Marcus (2006) notes that such violations are all but expected. Because
evolution proceeds by tinkering with existing systems, one would expect the
biological products of natural selection to be erected upon existing systems and
share many of their neural substrates and regulating genes. Just as hardware
independence and radical nativism are not necessary conditions for special-
ization in birds, so there is no reason to expect them to define domain-specificity
in humans.

But if none of the conditions in (5) are necessary for specialization, then what
features might define domain-specific mechanisms? In what follows, I will not
offer an all-encompassing theory of mental architecture. But when it comes to
early knowledge systems, such as language, one feature I believe is necessary,
and a few others are likely. Following the proposals of Susan Carey and
Elizabeth Spelke (Carey, 2009; Carey & Spelke, 1996; Hauser & Spelke,
2004; Spelke, 1994; Spelke & Kinzler, 2007), 1 will refer to these knowledge
systems as systems of core knowledge. Many features of core knowledge,
however, are shared with systems dubbed modules (Fodor, 1983), mental
organs (Chomsky, 1980), learning organs (Gallistel, 2007), instincts (Pinker,
1994), and domain-specific mechanisms (Cosmides & Tooby, 1994).

(6) Some properties of core knowledge systems

a. Core knowledge manifests a unique universal design that is largely
invariant across individuals despite wide variations in experience.

b. Core knowledge systems are likely to manifest an adaptive design: They
solve a task that benefits its carrier, their design serves their specific
function, and it fits the architecture of its carrier and its environmental
niche.

¢. Core knowledge systems are preferentially implemented by an invariant
neural substrate whose assembly is genetically regulated.

d. Core knowledge systems are likely to be active in early development.

e. Core knowledge lays down the foundation for cultural inventions and
discoveries.

The one single feature that truly defines core knowledge is design (see 6a). A core
knowledge system manifests a unique universal design, characterized by a set of
shared representational primitives and combinatorial principles. While some
of these principles are grounded in external pressures, most notably perceptual
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ones, the design as a whole is unique. For example, recall (from Chapter 2) that
many of the constraints on the voicing of stop consonants can be traced to phonetic
pressures, but these restrictions do not directly regulate phonological processes,
and consequently, the constraints on voicing imust be independently represented in
the phonological system. Moreover, the design of phonological systems is rela-
tively invariant across individuals despite large differences in the range of linguis-
tic experience available to them. In the limiting case, core knowledge might
emerge spontaneously in the absence of any model.

The propensity of humans to acquire knowledge systems of universal design
suggests that those systems are innate. Innateness, however, is a term that I use
with great trepidation, as many people consider a trait “innate” only if it is fully
formed at birth, independent of experience — a possibility that is most likely false
for many knowledge systems. But this common sense of “innateness” is not what I
have in mind. Rather, “innateness,” here, is used in a narrow technical sense to
indicate systems that are acquired in the normal course of normal development
without relying on representational learning mechanisms — mechanisms that
compute new representations by manipulating existing ones, such as association-
ism, induction, abduction, analogical reasoning (Carey, 2009; Samuels, 2004;
2007). This does not mean that innate traits are fully formed at birth, nor does it
require that their acquisition is independent of experience. For these reasons,
innate traits could manifest some limited variation across individuals due to
variation in their external and intemal conditions. The failure of Zebra Finches
that are reared in isolation to acquire a normal song is one such example (Fehér
etal., 2009). But while core knowledge systems can be modulated by experience,
they are not the product of representational learning. The propensity of Zebra
Finches to converge spontaneously on a single song pattern and the spontaneous
emergence of phonological patterns in human languages demonstrate this fact.

While the universality of design is by far the most significant hallmark of core
knowledge, instinctive knowledge systems are also likely to manifest several
additional characteristics. One such feature concerns the fit between the design
and its function.” Generally speaking, one would expect core knowledge systems
to fulfill a function that benefits their carrier and to exhibit a specific design that fits
their function, the architecture of their carrier, and its environmental niche.

2 What counts as “fit” critically depends on the forces shaping the system, but the nature of those
forces is largely unknown. Like many aspects of the human body, the structure of a core knowl-
edge system is likely to be determined by multiple forces operating in ontogeny and phylogeny,
including natural selection (either directly targeting the system or some other correlated traits),
genetic drift, architectural constraints, stochastic developmental processes, environmental and
historic factors, and the dynamics of self-organization (e.g., Balaban, 2006; Chomsky, 2005;
Cosmides & Tooby, 1994; Hauser & Spelke, 2004; Marcus, 2004; Pinker & Bloom, 1994).
Because the precise contribution of these various factors is an open empirical question (cf.,
Dawkins, 1987; Fodor & Piattelli-Palmarini, 2010; Gould & Lewontin, 1979), it is also uncertain
which design best fits the function of any specific system of core knowledge.
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For example, if the phonological system were designed for communication, then,
all other things being equal, designs that optimize communication and meet the
constraints imposed by their phonetic channel would be more likely to occur.
Although we do not necessarily expect to find any brain regions unique to a given
domain (a consequence of the above-mentioned tendency of evolutionary tinker-
ing to recycle existing neural circuits), the relevant network should be genetically
regulated, and consequently, it should be relatively invariant across healthy
individuals. And, given the role of many core systems as learning organs
(Gallistel, 2007), one would also expect them to be active in early development.
Early onset, to be sure, does not imply experience independence. For example,
while some aspects of core phonology could manifest themselves in infancy, this
system might be nonetheless triggered by phonetic experience, leading to some
significant differences between the design of aural and manual (i.e., sign language)
phonologies. Finally, the signature of core knowledge is seen not only in early
development but also in knowledge acquired in later development. Many cultural
inventions, such as the systems of mathematics, physics, and biology, are founded
on the heels of the instinctive core knowledge of number, object, and motion.
Although such cultural inventions are clearly different from the instinctive core
knowledge, the systems are nonetheless linked.

Core knowledge systems have so far been documented in various areas of
cognition, including knowledge of physics, number, biology, morality, and other
people’s minds (Carey, 2009; Hamlin et al., 2007; Keil, 1986; Onishi &
Baillargeon, 2005). The quintessential argument for domain-specificity, however,
is the one advanced by Noam Chomsky with respect to the syntactic component of
the grammar (e.g., Chomsky, 1957; 1965; 1972; 1980). Informed by observation of
universal- principles of syntactic structure, Chomsky asserted that the human
capacity for language reflects a specialized biological system — a language organ.
The generality of such principles in speakers of all communities, irrespective of
their culture and education, the documentation of spontaneous regenesis of
syntactic organization in the linguistic systems invented de novo by children,
their demonstrable finction in communication, their implementation in specific
brain networks that are genetically regulated, and the absence of any animal
homologue to language further led Steven Pinker (1994) to characterize language
as a uniquely human instinct, shaped by natural selection. In his words:

People know how to talk in more or less the sense that spiders know how to spin webs.
Web-spinning was not invented by some unsung spider genius and does not depend on
having had the right education or having and aptitude for architecture or the construction
trades. Rather, spiders spin spider webs because they have spider brains, which give them
the urge to spin and the competence to succeed. (Pinker, 1994: 18)

These discussions, however, rarely acknowledge that similar hallmarks hold for
the phonological component of the grammar. Phonological patterning appears
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to be both universal and idiosyncratic — it exhibits structural characteristics that
are common across languages, both signed and spoken, and distinct from those
found in other communication systems sharing the same modality, such as
music and gestures. But far from being an arbitrary quirk, phonological pattern-
ing is functionally adaptive. The discussion in Chapter 2 has offered several
illustrations of the tendency of phonological systems to optimize constraints
imposed by the phonetic channel. Moreover, phonological patterning itself,
while certainly not necessary for communication, is nonetheless beneficial.
Using evolutionary game theory, Martin Nowak and David Krakauer (1999)
showed that if a communication system encodes each concept by a holistic
signal, then, as the number of concepts increases, the signals become acousti-
cally similar, and hence prone to confusion. Phonological patterning greatly
reduces the risk of perceptual confusions. The adaptive value of phonological
patterning might explain why a phonological mechanism could have become
fixed in the human population. To the extent that the capacity for phonological
patterning is genetically regulated, one would expect it to be generally avail-
able, and largely independent of linguistic experience. And indeed, like the
spider’s instinct to spin webs, people weave phonological patterning sponta-
neously, they extend phonological patterns to words that they have never heard
before, and they regenerate phonological patterns when none exist in their
language. Phonological patterning also manifests itself in early infancy, and
recruits a well-defined’ brain network. Finally, a core system for phonology
would also account for the obligatory recruitment of phonological principles in
the design of the invented reading and writing systems and the strong link
between reading ability and phonological competence.

3.3 Domain-general and non-algebraic alternatives

While there is much evidence to suggest that phonology is potentially a special
human instinct, this conclusion is hardly inescapable. Even Noam Chomsky, the
originator of the “language organ” hypothesis, typically reserves the terms
“grammar” and “universal grammar” to the syntactic domain, implying that the
computation of phonology is attained by a subsidiary sensory interface. Other
linguists and psychologists have outright rejected the possibility that the phono-
logical system is either algebraic or specialized. We consider the objections to
each hypothesis — algebraic machinery and specialization — in turn.

3.3.1  Against algebraic phonology

The possibility that phonological generalizations are the product of an algebraic
computational system faces two major challenges. One challenge is based on
the continuity between the phonological system and the non-algebraic phonetic
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component, whereas a second underscores the success of non-algebraic con-
nectionist systems in describing phonological patterns.

3.3.1.1 The phonology—phonetics continuity

As noted earlier, many phonological alternations recapitulate natural phonetic
processes (e.g., Blevins, 2004). Phonetic processes, on their part, resemble
phonological knowledge inasmuch as they are shaped by principles that vary
across languages (e.g., Keating, 1985; Zsiga, 2000). The intimate links between
phonology and phonetics would seem to blur the separation of these two
domains. In view of such facts, some researchers have moved to erase the
phonology—phonetics divide altogether, whereas others incorporate continuous
analog phonetic information in the phonological grammar (e.g., Flemming,
2001; Kirchner, 2000; Steriade, 1997). Either move would render the design
of the phonological grammar inconsistent with an algebraic system.

3.3.1.2 The success of connectionism

A second challenge to an algebraic phonology is computational. An influential
research program initiated by David Rumelhart and Jay McClelland (1986) has
sought to account for linguistic knowledge while eschewing most tenets of the
Computational Theory of Mind. In their proposal, linguistic knowledge does
not require a grammatical component separate from the lexicon, structure-
sensitive algebraic rules, or syntactically complex representations. Knowledge
and generalizations follow only from massive associations among unstructured
atomic representations, acquired solely from linguistic experience.

The contrast between the connectionist computational framework advocated
by Rumelhart and McClelland and the CTM can be plainly illustrated by their
distinct approaches to the representation of geminates. Recall that, according to
the CTM, semantically complex representations, such as /pp/, are syntactically
complex, and consequently, knowing something about /p/ automatically trans-
fers to the geminate /pp/. Not so in Rumelhart and McClelland’s connectionist
network. Here, a semantically complex /pp/ is not structured syntactically
(see Figure 3.4). In the absence of syntactically structured representations,
mental processes can only be guided by the associations among atomic labels
(e.g., an association between the representation of /p/ and the atomic label that
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Figure 3.4 The representation of semantic complexity using forms that are
either syntactically complex (on the left) or simple (on the right)
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stands for /pp/). Associative systems likewise eschew the representation of
variables and relations among variables (e.g., identity). Such systems might
learn about /pp/ or /dd/, specifically, but not about segment identity, generally
(XX; where X stands for any segment; Marcus, 2001).

But despite eliminating many aspects of algebraic systems, these massive
associative networks have been shown to account for complex syntactic depend-
encies, such as center-embedding (Elman, 1993) — dependencies that had been
previously thought to require a complex class of grammar (Chomsky, 1957). And
if associative systems can represent the syntactic structure of sentences —
a structure comprising a potentially infinite number of lexical items — then these
systems would surely suffice to capture phonological patterns of one’s language,
patterns which, by definition, include only a finite and small number of phono-
logical primitives. An algebraic, phonological grammar is all but obsolete.

3.3.2  Against specialized phonology

The ability of general-purpose associative systems to capture complex linguistic
knowledge casts doubt not only on the view of the grammar as an algebraic
computational system but also on its specialization. The case for specialization
has been traditionally motivated by three major arguments: the universal design
of linguistic systems, its uniqueness, and the role of universal grammatical
principles in language acquisition. But each of these arguiments faces numerous
challenges.

3.3.2.1 Dypological vs. grammatical universals

One of the standard arguments for grammatical universals cites recurrent
patterns in the distribution of linguistic structures across language, the so-
called #ypological universals. Cross-linguistic regularities, so the argument
goes, must be the product of principles that are represented in the language
faculty of all individual speakers. Accordingly, the documentation of typolog-
ical universals is suggestive of grammatical universals.

But linguists and psychologists have long known that those typological uni-
versals are stafistical trends, not inviolable laws. For example, while many
languages favor simple onsets (e.g., ba) over complex ones (e.g., bla), complex
onsets are nonetheless attested in many languages; in fact, they are quite frequent.
Moreover, many of the structures that are preferred across languages are ones that
are phonetically natural (Stampe, 1973). The statistical nature of typological
phonological universals, on the one hand, and their phonetic basis, on the other,
have prompted some researchers to reject the existence of grammatical universals.
To use the ba example above, the grammar, in this view, includes no principles
that universally favor ba over bla. Rather, structures like ba are preferred because
they are easier to produce and perceive. And since structures that are easier to
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perceive and produce are more likely to be accurately transmitted across gener-
ations of speakers and talkers, those structures will outnumber their more
challenging counterparts. Typological universals, then, are emergent byproducts
of cultural evolution, shaped by the properties of the phonetic channel and the
laws of historical change, rather than a universal grammatical system (e.g.,
Blevins, 2004; Bybee, 2008; Evans & Levinson, 2009).

3.3.2.2 The role of experience in language acquisition

Additional key evidence for the specialization of the language system concerns
its role in language acquisition. The argument, outlined by Noam Chomsky,
asserts that language acquisition is unattainable given the impoverished linguis-
tic experience available to the child. Chomsky’s own solution for the poverty-
of-the-stimulus conundrum was to move the burden of explanatory labor from
experience to the child’s innate mental structure: If the linguistic experience
available to the child is insufficient to get the job (of language acquisition) done,
then children must rely on special principles that they possess innately. These
special principles correspond to universal grammar (UG) — a specialized lan-
guage acquisition device, equipped with substantive linguistic constraints on
the form of attainable grammars.

At the heart of Chomsky’s poverty-of-the-stimulus argurnent is the assumption
that the input available to the child is too impoverished to allow him or her to
acquire certain aspects of language. But the success of simple associative systems
in learning complex syntactic phenomena challenges this assumption. Far from
being impoverished, linguistic experience would appear to present the child with
all the information necessary to extract the syntactic structure of his or her
language (e.g., Reali & Christiansen, 2005). And if simple associative systems
can handle the acquisition of syntax — the quintessential challenge to language
acquisition, according to the generative linguistic tradition — then surely, no
specialized machinery is necessary for the case of phonology. Summarizing this
commonly held sentiment, Peter MacNeilage (2008: 41) notes that

however much poverty of the stimulus exists for language in general, there is none of it in
the domain of the structure of words, the unit of communication I am most concerned
with. Infants hear all the words they expect to produce. Thus, the main proving ground
for UG does not include phonology.

3.3.2.3 The contribution of domain-general mechanisms

A third major challenge to the specialization of the language system is presented
by a large body of psychological research that underscores the role of domain-
general mechanisms in language processing — mechanisms that are not specific
to the processing of linguistic inputs.
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One mechanism that has recently attracted much interest is statistical learning —
the ability to track the statistical co-occurrence of events in one’s experience.
Countless studies demonstrate that humans are prodigious learners of statistical
phonological patterns. After only two minutes of exposure to seemingly unstruc-
tured sequences as in golabubidakupadotigolabutupiropadotibidaku, 8-month-
old infants detect the statistical contingency between adjacent syllables (e.g., fu is
followed by pi), and consequently, they are less likely to attend to the familiar
sequence fupiro compared to an unfamiliar sequence (a sequence whose syllables
have never co-occurred in the familiarization sample, e.g., dapiku: Saffran et al.,
1996). Such statistical learning, however, is not a specialized phonological
ability — infants use a similar approach to track the co-occurrence of tones
(Saffran, 2003b) and visual stimuli (Kirkham et al., 2002) — nor is it unique to
humans: Cotton-top tamarins succeed in learning many (albeit not all) phono-
logical patterns extracted by humans (Hauser et al., 2001; Newport et al., 2004;
for a critique, see Yang, 2004).

Domain-general mechanisms have been likewise invoked to account for many
other aspects of phonological knowledge. Consider, for example, the phenom-
enon of categorical perception — the identification of consonantal phonemes as
members of distinct categories, separated by sharp perceptual boundaries (e.g.,
/bl vs. /p/). While early reports of young infants’ ability to perceive phonemes
categorically (Eimas et al., 1971; Werker & Tees, 1984) were taken as evidence
for a specialized speech-perception mechanism (Liberman & Mattingly, 1989),
subsequent research has shown that categorical perception is highly sensitive to
the statistical distribution of phonetic exemplars (Maye et al., 2002), and it is not
unique to either speech or humans. Indeed, humans extend categorical perception
to musical pitchés (Burns & Ward, 1978; Trainor et al., 2002), whereas animals
manifest categorical perception of elements of their own communication system
(Wyttenbach et al., 1996) and, with training, they can even acquire categories of
human speech sounds (Kuhl & Miller, 1975). Taken together, these observations
suggest that phonological knowledge relies on mechanisms that are neither
specialized for language nor unique to humans (but for critiques, see Pinker &
Jackendoff, 2005; Trout, 2003).

3.3.2.4 Shared organizational principles: phonology vs. music
Not only does the acquisition of phonology appear to rely on mechanisms that
are not specific to language, but the organization of the phonological system
itself manifests numerous links with nonlinguistic systems, most notably music.
While the discussion in Chapter 2 has noted numerous differences between the
organization of musical and phonological structures, other observations under-
score some commonalities.

Consider, for example, the links between linguistic tones and musical pitch.
Many languages use tone to contrast among words’ meanings. In Mandarin, the
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words for “mother” and “horse” are indicated by the same segments, ma — they
contrast only on their linguistic tone: “mother” is marked by a high tone (the so
called “first tone”), whereas “horse” is indicated by a falling-rising tone (“third
tone™). Although linguistic tone is a linguistic phonological feature — tone
contrasts among words in the same way that voicing contrasts bill and pill -
several studies have shown that the representation of linguistic tones is linked
to musical abilities. For example, speakers of tonal languages show greater
propensity for absolute musical pitch than speakers of non-tonal languages
(Deutsch et al., 2006), whereas musicians’ brainstem responses are more
sensitive to linguistic tone than non-musicians’ (Wong et al., 2007).

Other studies have linked music and phonology in the representation of
temporal structures. Just as musical listeners instinctively tap their foot to a
perceptually fixed series of beats and contrast strong and weak beats, so do
Spanish speakers, for example, use stress to distinguish between words (e.g.,
bébe ‘sihe drinks’ vs. bebé ‘baby,” Dupoux et al., 2008; Skoruppa et al., 2009).
In both domains, people prefer to interpret longer and louder acoustic events as
stress-bearing: Longer vowels tend to be heavy, or stress-bearing, whereas long,
louder musical events are typically aligned with strong beats (Jackendoff &
Lerdahl, 2006; Lerdahl & Jackendoff, 1983).

Phonological and musical representations likewise share many aspects of
their rhythmical organization. In both domains, people group temporal events —
either syllables and their constituents, or musical sounds — into hierarchically
organized groups (Jackendoff & Lerdahi, 2006; Lerdahl & Jackendoff, 1983).
Listeners note that English, for example, has the rhythm of a Morse code,
whereas Spanish sounds like a machine gun (Lloyd James, cited in Ramus
et al., 2003), and these rhythms allow young infants (Mehler et al., 1988; Nazzi
et al, 1998; Ramus et al., 2000) and adults (Ramus & Mehler, 1999) to
discriminate between different spoken languages. But as impressive as it may
be, the ability to extract the rhythmical structure of speech is clearly shared with
music. For example, Aniruddh Patel and colleagues (2006) observed that
English and French music manifest distinct rhythmical properties (operational-
ized as the durational contrast between successive musical events), and those
differences mirror the distinct thythmical patterns of speech in the two lan-
guages (e.g., English exhibits a greater durational contrast than French in both
music and speech). Remarkably, speakers of thythmically distinct languages,
such as English and Japanese, manifest different preferences even with respect
to the grouping of musical tones (Iverson & Patel, 2008; Kusumoto & Moreton,
1997).* These numerous links between phonological and musical abilities

3 Tverson and colleagues interpret these results as evidence that rhythmical organization is the
product of a domain-general auditory mechanism, but these findings are open to alternative
explanations. Because the cultural evolution of musical idioms is often shaped by vocal music
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challenge the specialization of the phonological system. In fact, some precur-
sors of thythmical organization are even shared with our distant relatives. Like
infants, cotton-top tamarin monkeys distinguish Japanese from French (Ramus
et al., 2000) and Polish (Tincoff et al., 2005) — languages of different rhythmical
class — although they might not rely on the same sources of information as
infants.

To conclude, a large body of literature suggests that the design of phonological
systems, their acquisition and processing relies on cognitive mechanisms that are
not specific to language or humans. Summarizing this literature, an influential
paper by Tecumseh Fitch, Marc Hauser, and Noam Chomsky (2005) has asserted
that “much of phonology is likely part of the FLB [faculty of language broad —
L.B.], not FLN [faculty of language narrow — I.B.]” — the subset of mechanisms
that are unique to humans and language. In view of such evidence, why should the
hypothesis of a phonological instinct receive any serious consideration?

34 Rebuttals and open questions

While the empirical observations reviewed in the previous sections (and sum-
marized in 7) are indisputable, a closer look shows that they do not effectively
refute the existence of a specialized algebraic system for phonology. Here,
I wish to briefly outline some of these indeterminacies and suggest why an
algebraic specialized system for phonology merits a closer look — a task
I undertake in subsequent chapters.
(7) Some challenges to the hypothesis of an algebraic, specialized core system
for phonology ‘
a. Against algebraic computation
(i) Phonology—phonetics continuity: The similarity between phonological
and phonetic processes favors a unified non-algebraic framework that
incorporates analog, continuous detail in the phonological grammar.
(ii) Phonological generalizations can be captured by (non-algebraic)
associative machinery.
b. Against domain-specificity
(i) Typological phonological universals are statistical tendencies,
shaped by properties of the phonetic channel and cultural
evolution.
(ii) Phonological knowledge can be gleaned from experience alone.
(iii) Many aspects of phonological representation and processing rely
on mechanisms and principles that are shared with nonlinguistic
domains.

set to text, the musical idioms associated with different languages are likely to differ. Accordingly,
th-e pluswal preferences of English and Japanese speakers might differ for reasons related to their
distinct musical idioms, rather than their reliance on some generic “auditory” processor of thythm.
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3.4.1  Algebraic phonology reconsidered

Let us begin by revisiting the challenges pertaining to the computational proper-
ties of the phonological system. Specifically, consider the argument from the
continuity of phonology and phonetics. Although the link between phonology
and phonetics is undeniable (indeed, I take it as a defining feature of phono-
logical knowledge), their conflation is quite a different matter. It does not
logically follow from the phonology—phonetics link nor is it otherwise evident.
Conflation, instead, is solely motivated by parsimony: all things being equal, a
single-mechanism account is simpler than a double-mechanism alternative.
Laudable as it is, however, parsimony is surely secondary to adequacy. The
question at hand, then, is not whether a unified phonology-phonetics system is
simpler, but rather whether it works: Can it capture the full extent of phono-
logical knowledge and generalizations? Viewed in this way, the prospect for a
unified phonology—phonetics system is not promising.

Here is the crux: Since phonetic knowledge is analog, a unified phonology—
phonetics system must be likewise non-algebraic. For this reason, a unified
phonology—phonetics mechanism would work only if the phonological system
were, in fact, non-algebraic. While the success of connectionism in some areas
of phonology would seem to suggest so, these conclusions might be premature.
Most existing research has evaluated the phonological system by inspecting
cases where the required generalizations are rather limited in scope. Decades of
intense scrutiny, however, have revealed that associationist networks suffer
from numerous in-principled limitations that render them too weak to handle
many linguistic generalizations (e.g., Fodor & Pylyshyn, 1988; Marcus, 2001;
Pinker & Prince, 1988). To the extent that these broad generalizations form part
of phonological knowledge, then non-algebraic approaches — whether they are
associationist or ones that conflate phonology and phonetics — are unlikely to
prove adequate.

3.4.2  Why core phonology merits a closer look

Like the support for non-algebraic accounts of phonology, paucity of evidence
also plagues many of the challenges for the specialization of the phonological
system. At the heart of those challenges are correlations of various kinds.
Specifically, cross-linguistic phonological regularities correlate with phonetic
naturalness and familiarity. Similarly, several aspects of phonology parallel
phenomena seen in nonlinguistic domains, such as music. But the problem
with such correlations is that they are moot with respect to causation. The
observation that putative cross-linguistic universals are phonetically functional
and statistically frequent does not pinpoint the source of this correlation —
whether those structures are preferred in phonological systems because of
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their functional advantages and familiarity, or whether it is phonological well-
formedness that contributes to their prevalence across languages. In a similar
vein, the congruence between phonological and musical principles is ambigu-
ous. It does not tell us whether phonology borrows musical mechanisms, or
whether it is rather music that adopts mechanisms that were in fact selected for
some specific linguistic purpose (Pinker, 1997). The link between some key
musical ingredients, such as thythmical entrenchment (Schachner et al. 2009)
and musical scales and chords (Bowling et al., 2010; Gill & Purves, 2009), and
vocal learning and speech, respectively, hints at the latter possibility.

Beyond this empirical ambiguity, the a-priori denial of specialization leaves
us with no explanation for several of the key observations outlined in Chapter 2.
It fails to explain why all human languages — spoken or signed — exhibit a
phonological system, why these systems share some of their characteristics
irrespective of modality, why people spontaneously give birth to a phonological
system even when they have no access to such a system in their own linguistic
experience, and why the design of reading and writing — both fully developed
systems and the ones spontaneously invented by children — recapitulates pho-
nological principles.

To begin addressing these questions, it is necessary to gauge specialization
from an interdisciplinary perspective. Such a research program must begin by
identifying putative universal phonological principles and proceed to examine
whether these principles are independently active in the minds and brains of
individual speakers. Additional lines of research might investigate their neural
implementation, evaluate their development in ontogeny and phylogeny by
comparing our sound-patterning abilities with those of nonhumans, and docu-
ment their interaction with reading ability and disability.

At the heart of specialization, however, is the universality of design. Until
recently, this critical issue remained. largely beyond the purview of psycholog-
ical science. Most psychologists have exclusively concerned themselves with
testing the adequacy of domain-general accounts of phonology. However, the
phenomena informing such investigations are rather narrow in scope. For
example, much research has examined the language- and species-specificity
of processing of phonetic categories (Eimas et al., 1971; Kuhl & Miller, 1975;
Kuh! et al., 1992; Werker & Tees, 1984). Other psychological models target
restrictions on phoneme co-occurrence in speakers’ own langnage (Gaskell
et al.,, 1995; Harm & Seidenberg, 1999; McClelland & Patterson, 2002). But
these interesting results may not necessarily scale up to a full account of
phonology. The processing of phonetic categories does not address phonotactic
knowledge, and the ability of associationist accounts to capture limited phono-
tactic generalizations in speakers’ own language may not address the full extent
of their phonological competence. The critical question is whether some of
the typological patterns seen across languages might reflect grammatical
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phonological principles that are universal. This possibility remains mostly
unexplored.

More recent developments in contemporary linguistics, however, have revi-
talized the age-old interest in language universals and their role in the grammar
(Greenberg, 1966; Humboldt, 1997; Jakobson, 1968). Optimality Theory (OT),
the dominant paradigm in formal phonology (Prince & Smolensky, 1993/2004),
has been proposed to account for the close correspondence between the dis-
tribution of linguistic structures across languages and the linguistic processes
attested in specific languages. According to this theory, both facts have a single
source: a set of universal grammatical constraint$ that are active in the brains of
all adult speakers. Although OT has made significant strides that have dramat-
ically reshaped modern linguistics, these achievements have had little reso-
nance in the conceptualization of the ~phonological system by most
psychologists and neuroscientists. But a recent line of research in experimental
phonology — the field that applies experimental methods in the testing of formal
accounts of phonological knowledge — has offered support for several of OT’s
key predictions (e.g., Berent et al., 2007a; Moreton, 2008). These results, along
with the many special phonological talents listed in the previous chapter, offer a
new impetus for reevaluating the design of phonological systems.

3.5 A roadmap

At the center of this book is the hypothesis that phonology is an algebraic
system of core knowledge. Subsequent chapters evaluate this hypothesis by
adopting a fresh interdisciplinary perspective. Following the path paved by past
research on the syntactic component (Crain & Nakayama, 1987; Fitch &
Hauser, 2004; Gentner et al., 2006; Hauser et al., 2002; Lidz et al., 2003), the
discussion integrates formal linguistic analysis with the experimental tools of
cognitive psychology, neuroscience, genetics, and comparative research with
nonhumans. To allow for a detailed, in-depth analysis, however, the cases
discussed here are all drawn from the area of phonotactics — the phonological
restrictions on phoneme co-occurrence. There also are several substantive
reasons for the focus on phonotactics. Not only might phonotactics be formally
distinct from utterance-level phonology (Hulst, 2009), but it also exhibits the
clearest hallmarks of a specialized system. Unlike metrical structure and into-
nation, which bear parallels to metrical and pitch organization in music
(Lerdahl & Jackendoff, 1983; Patel, 2008), phonotactic constraints have no
obvious homologies in other sound systems. While phonotactic restrictions are
a good candidate for specialized core knowledge, this possibility remains
largely unexplored. To evaluate the phonotactic system, I examine its computa-
tional properties, the substantive universal constraints on its design, its
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developmental trajectory, neural implementation, evolutionary origins, and
interaction with the cultural invention of reading and writing.

The organization of the book follows logically from the two components of
my thesis — the claims that (a) the phonological grammar is an algebraic system
and (b) the phonological grammar forms a system of core knowledge.

Chapters 4-6 evaluate the computational properties of the phonological
system. Chapter 4 examines the representation of equivalence classes — classes
that represent all category members alike in a manner that allows language-
learners to extend generalizations to all class members, familiar and old.
Chapter 5 further demonstrates that phonological generalizations extend not
only to unfamiliar items but even to ones comprising elements that have never
been experienced — a hallmark of across-the-board algebraic generalizations.
Although such generalizations suggest that the phonological grammar is an
algebraic system, the grammar alone is insufficient to account for the full range
of phonological generalizations. Some linguistic generalizations appear to track
the statistical properties of the lexicon. I conclude that a full account of
phonological generalizations requires a dual-route approach (Pinker, 1999):
It must include both an algebraic grammar and an associative learning mecha-
nism that captures statistical knowledge.

The conclusion that some phonological generalizations are the product of an
algebraic grammar sets the stage for examining the nature of grammatical
phonological principles: Are these principles extracted from linguistic experi-
ence and shaped by the acoustic and articulatory interfaces, or is the phono-
logical grammar constrained by universal principles that are specific to
language? ‘

The hypothesis of universal substantive constraints on the phonological
grammar predicts the existence of grammatical phonological universals that
are active in all synchronic grammars. This hypothesis is articulated and tested
in the next part of the book. Chapter 6 reviews formal linguistic accounts that
link typological universals to the structure of individual synchronic grammars,
contrasts them with alternative diachronic and phonetic explanations, and
considers how synchronic language universals can coexist with language-
particular variation. Chapters 7-8 next demonstrate how the hypothesis of
grammatical universals can be put to a direct experimental test.

‘What are the origins of such phonological universals in human ontogeny and
phylogeny? Is speakers’ knowledge of phonological universals present at birth?
Are the broad principles of human phonological patterning shared with those
found in the communication systems of other species? How is the phonological
network implemented in the brain? And what is the link between the putative
system of core phonology and the later developing “technologies™ of reading
and writing?
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These questions are some of the topics addressed in the final part of this
volume. Chapter 9 examines the role of universal grammatical restrictions in
language development, with special focus on the precursors of grammatical
restrictions in infancy; Chapter 10 examines the existence of nonhuman homol-
ogies to phonological competence and reviews existing proposals regarding the
evolution of phonological instinct; and Chapter 11 evaluates neurological
evidence from healthy speakers and probes for acquired and heritable congen-
ital deficits that affect phonological processing. Finally, Chapter 12 investigates
how phonological knowledge has shaped the design of writing systems, how it
constrains skilled reading, and how it is implicated in dyslexia. Conclusions,
caveats, and questions for future directions are considered in Chapter 13.

Part I1

Algebraic phonology




4 How phonological categories are represented: the
role of equivalence classes

In-earliet-chapters, I suggested-that the phonological grammar isan
algebrai¢c: computational ‘system. Phonological patterns, in this
view, comprisé abstract equivalence classes — categories whose
members are all treated alike, regardless of whethier they are famil-
iar or'navel. But on an alternative associationist account, phono-
logical patterns bind chunks of phonological substance— the more
likely two- sound elements- are 1o ‘occur-together, the more likely
they are to form a chunk. Algebraic phonological categories are not
represented by the human mind. To adjudicate between these two
accounts; this chapter investigates the represéntation oftwo phono-
logical primitives — syllables and the consonant/vowel distinction.
If people represent these primitives as equivalence classes, then
they should extend generalizations to any class member, irrespec-
tive of its statistical properties. The evidence emerging from a wide
array of studies is consistent with this prediction.

4.1 What are phonological patterns made of?

Consider the phonological patterns in (1). In each line, the words share a pattern,
and the patterns in the four lines are all different. The pattern in (1a) comprises a
single unit; in (1d), it includes four units, and in (1b—c), the pattern has two
units — either consonant- or vowel-initial. Our interest here concerns the nature
of those units: What are the “beads” that form phonological necklaces, and what
principles allow us to identify them?
(1) Some phonological patterns:

a. cat, mop, big

b. pardon, template, cartridge

c. elbow, anchor, enter

d. Mississippi, Massachusetts, Pennsylvania
Chapter 3 asserted that the phonological grammar is an algebraic system that
encodes equivalence classes — abstract categories whose members are all
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treated alike. In this view, phonological classes such as “syllable” and “con-
sonant” are abstract formal kinds, distinct from the set of exemplars that
instantiate those categories. Like the algebraic category of integers, a class
that is distinct from any subset of its members (e.g., the members 1, 3, 13,
333), our concept of a syllable is irreducible to specific syllable instances (e.g.,
par, don). Similarly, just as an “integer” is defined by formal conditions that
are independent of the idiosyncratic properties of any given instance —
whether it is large or small, frequent or rare — so are phonological classes
defined according to structural conditions. For example, in order for par to
qualify as the first syliable of pardon, it must include one — and only one —
critical constituent called a nucleus (in English, this constituent typically
corresponds to the vowel). If this and other conditions are met, par will be
identified as a syllable; otherwise, it will not be. But crucially, these conditions
consider only the grammatical structure of par — external factors, such as the
familiarity with this unit, its ease of production and articulation are immaterial
to this decision. Moreover, all instances that meet the same set of conditions
will be considered equivalent. Just as 2 and 13,333 are each an equally good
instance of an integer, so are the differences among specific syllable instances
(e.g., parvs. don) ignored. Consequently, phonological knowledge can extend
to any member of a class, familiar or novel. Phonological patterns (e.g.,
pardon), in this view, are made of abstract equivalence classes (e.g., syllable),
and phonological units (e.g., par) are identified as such because they instan-
tiate those abstract categories.

On an alternative, associative account, phonological units are considered
chunks of phonological substance. The two units in pardon represent no
abstract. categories (e.g., syllable). Rather, par forms a unit because this
sequence of phonemes is familiar (e.g., it forms part of party, parking, parquet).
The principles defining these units, then, are not algebraic (i.e., the instantiation
of equivalence classes), but associative: frequently occurring sounds form a
unit — the stronger the frequency of co-occurrence, the more salient the unit.
While these associative chunks will often coincide with algebraic phonological
constituents, the convergence is accidental — categories such as “syllables,”
“consonant,” and “vowel” are not effectively represented by the mind.

Chapters 4-5 evaluate the role of algebraic mechanisms in phonology.
Chapter 4 examines the representation of phonological categories, whereas
Chapter 5 evaluates the restrictions on their combinations. To gauge the role
of equivalence classes, the present chapter offers an in-depth evaluation of two
categories that are central to theories of phonology: syllables and the consonant/
vowel distinction. In each case, we first review evidence that is consistent with
the representation of the relevant category. We next examine whether such
categories are in fact necessary to capture human performance. If the category
forms an equivalence class, then generalizations concerning this category
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should extend to all its members alike, irrespective of their statistical properties.
This prediction is assessed against experimental evidence.

4.2 The role of syllables

4.2.1  Some evidence consistent with representation of syllable-like units

Syllable-like units have been implicated in a wide range of phenomena. Before I
consider whether those units are in fact syllables, let me briefly discuss some of
the evidence for the encoding of syllable-like units. For the sake of clarity, my
review of the findings is highly targeted, and by no means exhaustive.

One argument for syllable-like units concerns the restrictions on segment co-
occurrence. The acceptability of any given segment sequence varies dramati-
cally according to its syllabic position: A sequence like /b frequently occurs
across English syllables (e.g., elbow), but it is disallowed at their onset (e.g.,
Ibow). Similarly, Dutch speakers restrict the co-occurrence of consonants and
vowels depending on their syllabic position (Kager & Pater, 2012). Consonant
clusters ending with a non-coronal consonant (e.g., mk, my) cannot follow a
long vowel if the consonants belong to the same syllable (e.g., ba:mk), but they
are more acceptable across syllables (e.g., ba.m.ver).

Syllable structure constrains not only the co-occurrence of phonemes but also
their phonetic realization. Recall (from Chapter 2) that English talkers aspirate
voiceless stops at the beginning of a syllable (e.g., "op) but they typically do not
do so at non-initial positions (e.g., stop, at). Interestingly, English listeners use
aspiration as a cue for discerning syllable boundaries (Coetzee, 2011). The
evidence comes from auditory strings in which the aspiration occurs at an illicit,
non-initial position (e.g., s?"a). Such strings have no felicitous parse in English:
If the aspirated /" is parsed as syllable-initial (s. 7"a), then the preceding syllable
s is illicit, whereas if it is parsed as syllable-medial, then the aspiration is
likewise ill formed (s?'a.). To solve the conflict, English speakers posit a
syliable boundary before the aspirated stop and perceptually “repair™ the illicit
initial syllable by inserting a vowel (e.g., s."a = sa./"a). For this reason,
monosyllables like st"a are judged to be disyllables (e.g., sat"a). These findings
demonstrate that the sensitivity to syllable-like units is quite strong — so much so
that it promotes perceptual illusions (for additional such cases, see Dupoux
et al., 1999; Dupoux et al., 2011).

Syllable structure also captures the phonological restrictions on morpholog-
ical processes. Morphological operations, such as reduplication or truncation,
are often restricted with respect to the size of their phonological outputs. In
some languages, outputs must attain some minimal size; in others, it is the
maximal size of the output that is restricted. But in all cases, size is defined not
by the number of segments, but rather by prosodic units, such as syllables
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(McCarthy & Prince, 1998). Hebrew, for example, forms verbs and adjectives
by reduplicating nominal bases (Bat-El, 2006; see 2): The noun kod (code) gives
rise to kided (he coded) and vered (rose) forms vradrad (pinkish). Note, how-
ever, that reduplication invariably yields disyllables, irrespective of whether the
input is monosyllabic (e.g., kod, fax), disyllabic (e.g., ve.red) or trisyllabic (e.g.,
te.leg.raf). These observations suggest that Hebrew limits the maximal size of
the reduplicative output to a disyllable.
(2) Hebrew reduplication yields forms that are maximally disyllabic

a. kod (code)=>kided (‘coded’)

b. vered (rose)dvradrad (“pinkish’)

c. fax (fax)fikses (‘sent a fax’)

d. telegraf (telegraph)->tilgref (‘sent a telegraph’)
English nicknames, by contrast, are often monosyllabic, but those monosyl-
lables are limited with respect to their minimal size (McCarthy & Prince, 1998;
see 3). Cynthia, for instance, can give rise to Cyn, but not Ci (with a lax vowel,
/s1/), whereas Bea (/bi/, for Beatriz, with a tense vowel) is perfectly fine. The
reason is plain — monosyllabic nicknames must abide by the same restrictions
applying to any other stressed English syllables. Such syllables must be
“heavy” — they must minimally contain either a tense vowel (e.g., /bi/) or a
lax vowel followed by a coda (e.g., /bm/). Since Bea and Cyn are both heavy,
these nicknames are acceptable, whereas the “light” syllable Ci is disallowed.
(3) English nicknames minimally include a heavy syllable

a. Cynthia-> Cyn, Cynth; *Cy (/sv/)

b. Beatriz=> Bea (/bi/)

c. Alfred=> Al Alf, *4
Syllable structure also affects the division of words into constituents. People
naturally dissect words into chunks that coincide with syllables (e.g., en-gine,
rather than eng-ine). So when an expletive is inserted, it is placed at the word’s
joints, marked by the boundary between syllables, rather than within them
(McCarthy, 1982). Thus, the angry motorist from Chapter 2 exclaims en-
bloody-gine, rather than e-bloody-ngine (see 4).
(4) Expletive affixation
. en-bloody-gine
. *e-bloody-ngine
. a.la-bloody-ba.ma
. *a.lab-bloody-a.ma
. fan-bloody-tas.tic

*fanta-bloody-stic

In longer words, syllables (marked by ¢) are grouped into larger constituents
called metrical feet (indicated by X), so a larger prosodic joint occurs at the
boundary between feet (see Figure 4.1). And, once again, these joints mark the
insertion point for expletives. For example, Alabama and fantastic give rise to

ho o op
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Table 4.1 An illustration of the materials in illusory conjunctions

In 2/3 words, syllable boundary occurs after the second letter; in 3/2 words, it
follows the third letter

Color-syllable congruency

Boundary location Congruent Incongruent
2/3 words AN.vil ANVl
3/2 words LARva LArva

/\ /N

z 2 z 2z
VANAN A
0 6 G O (] o C
| AN A AN
Alabama fantastic

Figure 4.1 The prosodic structure of multisyllabic words

a.la-bloody-ba.ma and fan-bloody-tas.tic, but not *a.lab-bloody-a.ma or
*fanta-bloody-stic.

People are sensitive to syllable structure not only when they are explicitly
asked to segment words, but also implicitly, in word games (e.g., Treiman,
1986; Treiman & Kessler, 1995) and in tests that elicit judgments about
segmented words (e.g., is el-bow a real word?; Levitt et al., 1991). In fact,
syllable effects obtain even when the experimental task requires no attention to
the word per se.

One ingenious demonstration of the indirect effect of syllable structure is
presented by the phenomenon of illusory conjunction (e.g., Prinzmetal et al.,
1986; Prinzmetal et al., 1991). In these experiments, people are briefly pre-
sented with disyllabic words, printed in two colors (illustrated here by different
cases). In one condition (see Table 4.1), the boundary between colors coincides
with the boundary between words (e.g., AN.vil; LAR.va) whereas in another,
these boundaries are mismatched (e.g., AN.Vil; LArva). Participants are
instructed to attend to one of the letters (e.g., the middle letter, v) and report
its color (in our black-and-white example, this would be equivalent to detecting
whether v appears in upper or lower case).

Here is the rationale: The distinction between a red v and green v relies on the
conjunction of visual features — the visual features of a v and those of the color.
But brief visual displays allow for only a partial encoding of such information.
People might notice that the display had two colors (e.g., red and green), and
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that it included a v, but fail to register whether the v occurred in red, rather than
green. To resolve this ambiguity, they might resort to additional, irrelevant
features encoded with the display — and this is precisely where syllable structure
might come into play. Recall from Chapter 2 that readers recode the phono-
logical structure of printed words, even when they read them silently. If people
divide printed words into syllable-sized units, then they might use this informa-
tion to resolve the ambiguity regarding the conjunction of visual features. And
since congruency between these various word attributes is preferable to incon-
gruency, people will be biased to (incorrectly) align the visual boundary
between colors with the boundary between syllables. Indeed, this is precisely
what is reported (at least for printed words whose syllable boundaries are
marked by letters that rarely co-occur together, such as nv in an.vil but not in
na.ive, where the ai sequence occurs in faith, rain, gain, etc.; Prinzmetal et al.,
1986; Prinzmetal et al., 1991).

4.2.2  What is represenied: word chunks or an abstract syllabic category?

Why are people sensitive to the division of printed words into syllable-like
units? And why do syllable-like units define the domain of phonotactic restric-
tions and constrain prosodic templates?

From an algebraic perspective, the answer is quite plain: People are sensitive to
syllable-like units because they represent the syllable — an abstract category that
treats all syllable instances alike. Because speakers represent syllables as an
equivalence class, they can encode broad restrictions on syllable structure that
apply to all members of the class alike, either existing instances or novel ones,
irrespective of their familiarity. Accordingly, the requirement that English nick-
names consist of minimally one heavy syllable would apply to any name —
existing (Douglas, Jennifer) or novel, and even names with foreign phonemes.
The Hebrew name Chagit (with the ch sounding like Chanukkah), for instance,
will yield Chag or Chaggy, not Cha. In a similar vein, words are parsed into
syllable-like units because those units are, in fact, represented as instances of
syllables. But on an alternative account, syllables are not independently repre-
sented as an abstract category. The representation of pencil, for instance, specifies
no syllables — people only encode word chunks (either chunks of letters, pho-
nemes, or phonetic units) that happen to coincide with syllabic units.

The role of syllabic constituents has been challenged by both linguists and
psychologists. Donca Steriade (1999), for instance, considers syllables to be
artifacts of word structure. In her view, the dislike of sequences like /ba would
stem from the fact that words rarely begin with the /b sequence. Words, in turn,
avoid initial /b sequences because such sequences are harder to perceive. But
crucially, the dispreference of /ba only concerns the linear arrangement of these
consonants — not their syllabic role, specifically.
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Psychologists have likewise questioned whether syllables truly exist.
Consider speech production, for example. While numerous studies are consis-
tent with the possibility that syllable-like units play a role in production, many
of these observations are inconclusive. Some results are consistent with alter-
native explanations that do not postulate syllables (Shattuck-Hufnagel, 2011),
and others strongly implicate syllable-like units that are phonetic articulatory
plans (i.e., motor plans for executing the articulation of spoken words), rather
than abstract algebraic constituents (e.g., Cholin, 2011; Laganaro & Alario,
2006). Such phonetic chunks could potentially explain also the preferences for
syllable-like units in speech perception (e.g., Coetzee, 2011; Dupoux & Green,
1997; Dupoux et al., 1999).

Even when the role of articulatory units is minimized, in silent reading tasks,
the role of syllable-like units is open to non-algebraic interpretations. In this
view, the presumed effects of syllable structure are due to familiarity with word
chunks, emerging not from the representation of syllables per se but from the
statistical co-occurrence of letters and phonemes in words. Two statistical
strategies might contribute to the emergence of syllable-like units. One strategy
might track the absolute frequency of specific chunks. Thus, per and cil are the
chosen parts of pencil because those units each occur in many words, whereas
alternatives such as penc or ncil are unfamiliar. A second strategy compares the
frequency of co-occurrence within chunks (e.g., within pen and cil) to their co-
occurrence across chunks (the frequency of nc). English speakers might notice
that the nc letter-pair (a bigram) rarely occurs in English, whereas the preceding
and following bigrams (en and ci) are each rather frequent. This so-called
“bigram trough” will thus correctly signal the division of pencil into two chunks
that happen to coincide with its syllables (e.g., Seidenberg, 1987).

But those linguistic and experimental challenges are not decisive. The obser-
vation that syllable edges often coincide with word edges does not establish
why those particular sequences are preferred. As with any correlation, there is a
chicken and egg problem: The preference for certain sequences could result
either from their occurrence in word edges, specifically, or from the possibility
that such word edges form part of better-formed syllables. Even if the word-
edge analogy were firmly established, such a result would only indicate that
word knowledge is encoded — it would not rule out the possibility that syllable
structure is independently represented as well. The question at hand, however, is
not whether word-edge effects can sway syllabification decisions, but rather,
whether they alone are sufficient to account for word parsing. Word-level effects
do not address this question.

Similar problems plague the psycholinguistic challenges. The possibility that
phonetic chunks might mediate word production does not preclude the repre-
sentation of syllables in phonology. Likewise, the correlation between the
syllable-like units extracted in silent reading and the statistical structure of the
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language does not necessarily mean that people exploit this information. In fact,
people demonstrably ignore relevant statistical information when it conflicts
with the putative structure of their grammar (Becker et al., 2011a; Becker et al,,
2011b). And even when people are sensitive to the statistical co-occurrence of
word chunks (e.g., letters, bigrams), this does not show that the frequency of
word chunks is, in and of itself, sufficient to account for the effects of syllable
structure. In short, the evidence is amply consistent with the hypothesis that
syllables form equivalence classes.

To support this possibility, let me consider two examples in greater detail.
These examples are informative because they concern silent reading, so the role
of articulatory or acoustic chunks is minimized. In both cases, however, there is
evidence that people extract syllable-size units, and the units consulted by
participants cannot be explained by the statistical co-occurrence of segments.

423 Dissbciatz'ng syllables and their statistical correlates

4.2.3.1 Illusory conjunctions reconsidered

Consider, again, the evidence from illusory conjunctions. When asked to report
the color of a medial letter in a briefly presented word, people are more likely to
preserve syllable structure than to violate it. Thus, they tend to incorrectly report
the v of ANVil (where the color boundary, indicated here by the case-alternation,
is incongruent with syllable boundary) as consistent with the color of i/ (a
preservation of syllable structure), whereas in ANvil (where case and syllable
boundary coincide), they are unlikely to err, as errors would violate syllable
structure (see Table 4.1). The word larva (syllabified as larva) exhibits the
opposite pattern. Here, the middle letter is syllabified with the first unit, so the
congruent LARva yields few (violation) errors whereas the tendency to preserve
the lar unit elevates errors in the incongruent LArva.

Of interest is what drives these effects. Since the task calls for no articulatory
responses, the units mediating performance are most likely phonological, rather
than phonetic. These results, nonetheless, raise questions regarding the nature of
this unit: Does the boundary between units follow from syllable structure or the
familiarity with word chunks — the fact that the bigram (letter-pair) spanning the
syllable boundary (e.g., nv in anvil) is far less frequent than its surrounding
bigrams (e.g., an and vi)? If the preservation of syllable-like units is only
informed by the bigram trough (the fact that nv is an infrequent bigram), then
this effect should be eliminated when the statistical trough is eradicated — when
the unit spanning the boundary is as frequent as the units on each side of the
boundary. But results showed that illusory conjunctions persist irrespective of
whether a bigram trough is present or absent (Rapp, 1992). Although subse-
quent experiments suggest that the effect of syllable structure can be greatly
attenuated when the orthographic structure of the materials is set to strongly

The role of syllables 71

conflict with their syllable structure (Doignon & Zagar, 2005), this result shows
only that bigram frequency can sway word parsing, not that it can subsume the
syllable. Additional evidence against this possibility is presented by the effect of
syllable frequency on printed word recognition.

4.2.3.2 The effect of syllable frequency
To recognize a printed word, we must locate a record of that word in our long-
term memory storage for words — the mental lexicon. This allows us to retrieve
various idiosyncratic facts associated with this word, such as its meaning and
grammatical class (e.g., whether it is a noun or a verb). Although there is
evidence that this process always results in some level of phonological recoding
(see Chapter 2), the level of phonological detail depends on the orthography.
Transparent orthographies, like Spanish, in which pronunciation is highly
predictable from print, should allow far more detailed representation of phono-
logical structure than orthographies plagued by irregularities (e.g., English).
A series of experiments shows that Spanish readers do, in fact, divide printed
words into their syllables, and they use this information for lexical access.
Consider, for example, the recognition of the Spanish word fofo (photo).
‘When Spanish readers encounter this word, they first divide it into syllables (fo.
fo). As soon as the initial syllable is extracted, readers immediately activate all
Spanish words that begin with the syllable “fo” (e.g., fo.to, fo.ca ‘seal,” fo.co
‘center”), and search among them for the target word (foto). This search strategy
is advantageous because it helps limit the cohort of relevant words: Rather than
searching for fofo among all Spanish words, one can focus on a smaller cohort
of “relevant words™” — those beginning with fo. But the actual ease of search
depends on the size of the cohort (see Figure 4.2). While syllables like fo
activate a relatively small cohort, others (e.g., the syllable /, in /i.la “purple’)
can activate a very large number of candidates (e.g., /i.so ‘straight,’ /i.no ‘linen,’
li.mo “mud,’ li.cor *liquor,’ li.mon ‘lemon,’ etc.), and this will make the target
word harder to spot. Moreover, partially activated words are known to compete

N / “fo” cohort
—
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lila>li m———

Figure 4.2 An illustration of the cohorts activated by the initial syllable of two
Spanish words
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with each other — the larger the cohort of activated words, the stronger the
competition, and this competition exerts a cost on the recognition of each of
those words, including the target. Since words beginning with a frequent
syllable (e.g., li.la) activate larger cohorts of strongly competing words, they
take longer to recognize (in a lexical decision task, e.g., “Is /ila a word or a
nonword?””) and produce (in a naming task) compared to those beginning with
an infrequent syllable (e.g., fo.fo; Carreiras et al., 1993).

The initial-syllable effect presents an interesting twist to the algebraic pro-
posal. The fact that people are sensitive to the frequency of the first syllable
demonstrates that, in accessing the lexicon, they clearly consider the identity of
specific instances (e.g., fo and /). But to the extent that the class of instances that
they access is defined by their syllabic role (as the first syllable), then this effect
would provide evidence for the representation of those instances as an equiv-
alence class.

Before we can accept this conclusion, however, we must first rule out an
alternative statistical explanation. According to this statistical alternative, the
division of words into syllables is informed not by their algebraic structure, but
rather by the statistical co-occurrence of their letters. Bigram troughs offer one
such cue for the division of words into syllables. In this view, people do not
encode the fact that /i (in /ila) is a syllable. Rather, they parse words into chunks
depending on the frequency of their bigrams: Once they spot a bigram trough,
they extract an internal boundary. It is indeed conceivable that the letter-bigram
spanning the syllable boundary in /i.la (e.g., il) is of lower frequency than the
one spanning the boundary in foto (e.g., ot). This would make /ila easier to parse
than foto even if people did not represent syllable structure per se. Another
possibility is that the division is informed by the frequency of the initial unit at
non-initial position. Perhaps i of lila activates a larger cohort because /i is a
familiar orthographic unit that occurs in many words (e.g., mo.li.no; lib.ro)
rather than as a syllable, or an initial syllable, specifically. This would make /i
“stand out” and activate many similar words. But crucially, the activation of the
cohort, in this view, reflects not the encoding of syllable structure per se but
rather the detection of a salient frequent word chunk.

Neither of these explanations, however, can account for the initial-syliable
effect. To examine whether the initial-syllable effect is due to bigram trough,
Markus Conrad and colleagues (2009) compared the effect of syllable ire-
quency in the identification of two types of words. Participants in these experi-
ments were presented with visually printed stimuli, and they were asked to
indicate whether or not the printed string was a real word. In one condition,
syllable boundary was marked by a strong bigram trough, as the letter-bigram
spanning the syllable boundary (e.g., i/ in /i.la) occurred, on average, in only
555 words per million — far less frequently than the bigrams occurring within a
syllable (e.g., Ii,la; M=2,504 per million). In a second condition, syllables were
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not marked by a bigram trough, as the bigram across syllables was in fact more
frequent than the one occurring within syllables (M=3,393 vs. M=1,618 per
million, for the between- vs. within-syllable bigrams, respectively). Each such
condition included words whose initial syllable was either frequent or infre-
quent, and these two classes were closely matched on numerous dimensions,
including the frequency of their bigrams and their length and similarity to other
Spanish words. Results showed that the disadvantage of the initial syllable
emerged irrespective of whether the bigram trough was present or absent. In
fact, the presence of the bigram had no measurable effect on the strength of the
initial-syllable disadvantage. A second experiment demonstrated that the initial-
syllable effect obtains even when words with frequent initial syllables were
matched to their infrequent first-syllable counterparts on the frequency of all of
their bigrams, including bigrams occurring within and between syllables. These
results demonstrate that the effect of the initial syllable is inexplicable by the
statistical co-occurrence of letters.

Summarizing, then, the linguistic and psycholinguistic evidence suggests
that people encode the syllable structure of words, and that their sensitivity to
syllable-size units cannot be subsumed by the statistical co-occurrence of
letter chunks. While these results do not rule out all statistical accounts for
the syllable (e.g., they do not address the role of phoneme and feature co-
occurrence), the findings are certainly consistent with the possibility that
syllables are encoded as equivalence classes. The role of phoneme and feature
co-occurrence is further addressed in our subsequent discussion of consonants
and vowels.

4.3 The dissociations between consonants and vowels

A second test for the role of equivalence classes is presented by the distinction
between consonants (C) and vowels (V). One can hardly discuss phonology
without talking about consonants and vowels. Many phonological theories use
these categories to classify segments, describe syllable shapes (e.g., CVC vs.
VCC, as in pat vs. apt), and distinguish between phonological processes that
apply selectively to consonants and vowels. Building on such observations,
Marina Nespor and colleagues have proposed that consonants and vowels are
distinct categories that carry different grammatical roles (Nespor et al., 2003). In
their proposal, consonants signal the idiosyncratic distinctions between words,
whereas vowels are the chief carriers of grammatical information.

Consonants are indeed critical for word identification. Languages typically
have more consonants than vowels, so if one were to misidentify a phoneme, the
loss of information would be far greater if this missing phoneme was a con-
sonant — absent the ¢ in cat, for example, the ca_ sequence would compete with
many words (e.g., cab, cad, cam, can, cap, car), whereas a missing medial a
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would leave fewer options (e.g., kit, cot, cuf). This, in turn, demonstrates that
consonants carry more lexical information than vowels.

Given that consonants are critical for word identification, one would expect
an adaptive phonological system to carefully protect its consonants, far more
than it would preserve differences among vowels. In accord with this prediction,
phonological processes tend to increase the salience of consonants (e.g., by
banning adjacent consonants that are identical or similar, McCarthy, 1979;
1994), but they routinely obscure distinctions among vowels. English, for
instance, conceals the identity of vowels by reducing them to schwas (2) in
unstressed positions. While the unreduced afom (/etomy/) and metal (/metal)/
clearly contrast on their initial vowels, many dialects of American English erase
these distinctions in metallic and atomic, where these two vowels, now
unstressed, are both realized as a schwa (/moteelik/ and /atamirk/; Kenstowicz,
1994). Although consonants are also subject to alternations, those alternations
are far more restricted. For example, English assimilates the place of articulation
of consonants, but these alternations are highly constrained. While the nasal n is
likely to assimilate to m in the context of a labial (e.g., green beans—> greem
beans), this alternation does not occur in the context of a velar (e.g., green
gear->greem grear). Such restrictions are informative because they allow
hearers to recover the identity of the original consonant (e.g., a perceived
greem signals an intended green, not Greek; Gaskell & Marslen-Wilson,
1998; Gow, 2001). Accordingly, the assimilation of consonants does not fully
obscure their identity. In contrast, vowel alternations, such as the reduction of
unstressed English vowels, typically apply across the board, so given the schwa
in /moteelik/ and /stamik/, hearers have no way to determine whether the
underlying vowel was a schwa, the vowel /&/ (as in /etom/) or /e/ (in /metal/).
The small number of vowels and their susceptibility to alternation renders them
far less informative with respect to lexical distinctions.

Vowels, however, often mark important grammatical distinctions. For exam-
ple, vowels are the main carrier of stress (the dimension that contrasts permit
and pérmif), and the location of stress, in turn, has been linked to the order of
syntactic constituents. Consider, specifically, the order of the syntactic head and
its complement. In the prepositional phrase on the staircase (e.g., the cat sat on
the staircase), the head corresponds to the word “on,” whereas “the staircase” is
its complement. Languages like Dutch, for example, vary the order of these
constituents (see 5): the syntactic head can occur either before the complement
(e.g., op de trap “on the staircase’) or after it (e.g., de trap op ‘the staircase on’).
But because the syntactic complement tends to take the main prosodic stress
(underlined), language learners can discern the syntactic function of words (as
heads or complements) from their stress pattern: head-complement phrases tend
to manifest a weak—strong pattern, whereas complement-head phrases exhibit
the opposite stress. Similar links between syntactic structure and prosodic stress

LN
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have also been noted across languages. Languages like French, in which the
syntactic head occurs before the complement, tend to have a weak—strong stress
pattern, whereas languages like Turkish, in which the head occurs after the
complement, manifest the opposite stress sequence (Nespor et al., 2003). Thus,
the capacity of vowels (but not consonants) to carry stress allows them to
convey grammatical information.

(5) The link between prosodic stress and syntactic structure in Dutch (example
from Nespor et al., 2003: 8). The syntactic head is italicized; main stress is
underlined.

a. Head-complement phrases (weak—strong stress pattern)
op de trap
‘on the staircase’

b. Complement-head phrases (strong—weak stress pattern)
de trap op
‘the staircase on’

Further evidence for a distinction between consonants and vowels comes
from their distinct roles in language processing. Recall that the perception of
stop consonants (e.g., b vs. p) is categorical (see Chapter 2): When people are
presented with instances of consonants that vary along a continuous acoustic
dimension (e.g., voice onset time), they categorize the input as either b or p, with
a sharp boundary between the two (Liberman & Mattingly, 1989). Vowels, in
contrast, are perceptually organized around a “prototype™: Certain members of
the vowel category are perceived as exceptionally good exemplars that are more
likely to stand for the category as a whole (Kuhl, 1991; Kuhl et al., 1992). Other
important differences between consonants and vowels concern their suscepti-
bility to rule- vs. statistical learning (Bonatti et al., 2005 ; Toro et al., 2008) and
their dissociation in neurological disorders (Caramazza et al., 2000; Cubelli,
1991) — issues discussed later in this chapter.

Why do consonants and vowels differ with respect to their representation and
processing characteristics? The distinction between consonants and vowels is
readily explained by the hypothesis that people encode two equivalence classes —
one for consonants, another for vowels — that afford broad generalizations to any
class member, irrespective of its individual features or its co-occurrence with other
members. But on an alternative explanation, the categorical distinction between
consonants and vowels is only apparent. People encode no general categories for
“consonants” and “vowels” —rather, they only encode specific instances (e.g., b, 0)
and their features (e.g., labial, round). The behavioral distinction between conso-
nant and vowel phonemes emanates from the statistical properties of these instan-
ces in linguistic experience. Indeed, consonants are more numerous than vowels,
and they tend to share more of their features with each other (Monaghan &
Shillcock, 2003). The distinct behavioral patterns associated with consonants and
vowels might only reflect these statistical distinctions — no actual categories exist.

















































































































































































































































































































































































































































