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-« -the tradition of a1i the dead generaticns
weighs 1ike 3 nightmare on the brain of the living.
And just when they seen engaged in revdiutionizing_
themselves znd things, in creating something. thar -
has never yat existed, precisely in such periods

. of'revolutiéhary crisis they anxiously conjure up
the spirits of the Past to their service

Marx ©

1. Some Things Ruhn Never Told Us.” The transformationalist revolution
in Linguistics fits Thomas Kuhn's account of scientifice révolutfons,l
There was a prevailing {Structuralist) Paradigm, taxonomic grammar,
in which grammatical analysis consists of segmentation and classifi-
. cation of actusl speech into a form resembling a 1library catalogue,
This paradigm failed to provide an adequate framework for explaining
such phenomena as syntactic-ambiguity, grammatical relations,
ellipsis, agreement,'stress, constituent equivalences, etc. -‘The
revolution that overthreyw Structuralism veplaced it with +he new
paradigm of generative grammar, in which Srammatical analysis is
-conceived of as. the constructing and testing of theoriés about
the speaker's internaiized“lingﬁistic competence., In this paradign,
the grammatical analysis of a language is répresented as a typical
case int sclence of inference. from behavior to a theory ahout the
unchservable system responsible for it. R .

From the general iutelléctualvviewpoin:, the most significant
aspect’ofrthe'transformationalist revolutian'is'that-it represents
2 decisive defeat of empiricism in an influential social science. The
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natural position for an empiricist. to adopt 6n. the question of
the nature.of grammars is the structuzalist theory of taxonomic
frammar, s1nc?, on this theory, every property essential to a
anguage is characterizable on the basis of observable features
of the §urface form of its sentences. Hence, everything that must
be acquired in gaining mastery of a language is "out in the open”
and moreover it can be learned on the bésis:of procedures forpen
segment%ng and classifying speech‘that_presuppose only indactive
generalizations from observablevdistributiOual regularities. On

E:tlona;lsts, on theﬂother hand, find the taxonomic theor& uncongenial

th;a:si% forfthem, the essential properties of language underlie
uriace form of sentence and are thus unob “ i

sense in which atoms are. servaple in the

grammar as the data cataloguing of a COrpus to a conception of

g;ammar ?s Ehe e§p}ication of the internalized rules underiying

Ede speaker's aﬁlllty to produce and umderstand sentences introduced
eep structure" levels of grammar which provided the 1in uisti

reality that unobservsble features otherwise lacked,? ® ¢

- The transformational rules that rel : y
Fo surface form also enabled the new paradizzegot:ziga::egsz i;ZE1s v
in explanatory power.  With them, it was possible to explain the e
facts about syntactic ambiguity. grammatical relations, ellipsis
_ agreement, stress, constituent:equivalenées, etc. that’wére ? ’
mexplanable in the taxonomic framework. 'But, they also changed
the pi?ture of the problem confronting linguists in,language %
acquisition. The input to the language acquisition process rno
longer seens rich enough and the output no longer seems simple
enough ;or.the child to obtain its knowledge of the latter by
énduct%ve inferences that generalize distributional regularities
l?:nd.ln speech. For, now, the important properties of the language
ie hidden beneath theisurface form of sentences and the grammatical

to their surface phonetic forms. Be
- ; . i ‘ence, the problem of lan
ac?ulsitlen is now that of discovering—sufficiently powerfigége

the impoverisk i 4
mechanESm. ished input to the child's language acquisition
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Linguistics today is in what may be cailed a 'Post~ravolutionary

‘Pericd'. We will look at one aspzect of this peried from the. .

viewpoint of the historian of science in order to gain sowe needed
perspective-on the events that are now.shaping the course of :
theoretical linguisties. From this perspective, we shall discover

a danger to the transformationalist revolution and to its restoratiom
of rationalism. We shall construect a picture of these events

that will provide an interpretation of the present scene in
linguistics that brings this: danger clearly into focus.

One type of post-revolutionary situation oeccurs. when the
new paradigm does not succeed in restoring the field to the tranquil
life of normal science. Instead, the intrcduction of the new
paradigm is followed, almost immediately, by what seems to be
another revolution which challenges one of the central features
of the new paradigm. " Thus, rather. than a return to the smooth
day-to~day business of normal science, there is the increasing
chaos characteristic of a new upheaval. Not only are there conflicts
with the forces that were overthrown in the original revolution,
but now there are conflicts within the revolutionary camp itself,
~onflicts between what may be called the Yrevoluticnary old guard”
and the “coimter-revolutionaries". co .

There is 1littlie doubt that the current situation in
theoretical linguistics fits this description. But there is no one
satisfactory explanation of what the underlving dynanics of this
situation are. ~An unreégenerated member of the pre-revolutionary
ruling class, that is, a linguist from the Bloomfieldian traditionm
of taxonomic theory, will see the curreat situation ip transformational
linguisties as the: "revolution:..devouring itself'. On the other
hand, a counter-revolutionary, that is, a generative semanticist,
will.see the situation as a continuation of the transformationalist
revoiution, as a necessary further step in the dialectic that moves
linguistics upward toward scientific utopia. Lastly, a member of
the revolutionary old guard, -that is, an interpretive semanticist,%"
is 1likely to see it 2s an unfortunate fractionation of a once
highly imified position, something like what happened when the
youager generation of psychoanalysts broke from Freud and splintered
into Jungians, Adlerians, etec.

He find none of these explanations acceptable, although we
adnit that there is an element of truth in each. The pre-revolutionary
raling class is right in seeing the possibility of the -revolution
destroying itself, at .least insofar as the danger to rationalism
in linguistics is concerned. The old guard is right that the paradigm
offered by generative semantics provides nothing in the way of new
insights into the structure of language. And the commter-revolu~-
tionaries .are right that the present controversies signify a
dialectiesl ﬁrocess out of which a more articulated theory of

linguistic structure can emerge.
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However, we do mnot share their supposition that the theory
that will emerge as the next Stage in the progress of linguistics
will be generative semantics. We view .as incorrect their view that
theirs is a genuine counter-revolution which pffers a new paradigm
embodying greater sources of explanatory power and deeper insights
into language and employing simpler descriptive machinery. We
think that their claim of their theory better achieving the ori
goals of the revolution against taxonomic theory is the very
opposite of the truth. Rather, we think their theory, in its
novel elements, constitutes the danger, referred to above, that
threatens to replace the rationalism of the transformationalist
movement by something very much akin to Bloonfieldian empiricism.

ginal

Thus, we view thé present controversy between generative
semantics and interpretive semantics as a struggle to preserve the
Chomskyian revelution against counter-revolutionaries who, whether
they realize it or not, are working -to restore the former empiricist
ruling class philosophy. We will present this view not simply
as a vignette, but as a carefully detailed piece of "contemporary
history of science", whose claim to truth is that it best describes
the facts. We wish this picture to affect the course of events
by making linguists aware of the broader intellectual implications
of the present debates in the theory of grammar.

2. Before the Revolution. The history of linguistics in this

century displays at least one full cycle from rationalism to
empiricism and back. At the beginning of the century, linguists .
reflected the.rationalism of the previous century. . De Saussure
emphasized the distinction between linguistic structure and speech,
although for him sentential form was part of speech behavior rather
than linguistic structure. Sapir argued that the speaker's linguistic,
knowledge is.only abstractly related to observable ghgnomena in oo
speech and sought a general definition of language.? Even Bloomfield's
outlook was rationalistic at this time. He published an enthusiastic :
exegesis and expansion of the views of Wundt, whose ideas on language
were based on the linguistic rationalism of -Humboldt which, in -tumn,
was developed out of Kantian rationalism.

The essential elements of Wundt's position, which represented
the culmination in the 19th century of the rationalist tradition
beginning with Descartés and the Port Royal grammarians,7 are that

~ ‘the sentence, intuitively defined, is the main unit of linguistic
study, that there is a fundamental distinction between inner
meaning- and’ outer form in sentences, -that language is a means for
expressing propositions that are lan uage invariant, and that this
means is a distinctly human ability. But, although this position
" strongly influenced Bloomfield at first, he ultimately rejected it
as he came under the influence of the neo-positivist school that
was developing at the time. Bloomfieid's attempt to outline the

i lacked an explicit methodology.

" along more or less traditional erpiricist lines.

O

e framework of Wundtian rationalism

He sought to remedy this, and

accordingly, became interested in questions :f ieéiggozgiy%zgks

i " This 1 t ht him into contact W

science. This interest broug 0 i e iouy
itivi v developing canons oi me Y

of the neo-peositivists who were P | ey civessen

the Humean bias against speculative or metaphysical conc%pgloziﬁ

th; instrumentalistic view of theoretical c?nqe?ts 02 W:lc eiation

conc;pts express fictions, the reductiqnis§1c v%ew o ; i rioristic

of theories to observatiomns, and an:operatxonal%st;c, ;hzze it R

and phjsicalistic outlook on the domain of a science. The g

Bloomfield brought inte linguistics. . .

science of linguistics within th

" Each of tﬁe_essentiai elements of the Hundtiag,yggitz;nan
vere casuélties of these methodological canons. ig? n9§vg oF 2
intuitively defined sentence was removed as. Loo s Jegcmeaning 2 id
consistent with behaviorist primciples. _The ;oz;onazoustic o8 ot
- t properties o & ag . .
be reduced to the cbservable Pr . u .
:ztit had to bn given up. as inconsistent with_phys;callsm,iiz Zitibn'
replacad-by a stimulus fesponse;acpoqgt.of,sentgnce useé. t'nction' .
of languéée‘invariant propositions wen:daio;g.w1§h zg:e ;ziitht
i, 4 i - entential form because, wi
between; ioner meaning and outer s . T eied.
is disti i i invariance could not be spe .
this distinction, the notion of varian _ £
?giallyztthe'idé; of language as a distinctly human charac;ezliiizuraily
éisappe;fed»in favor of the empiricistic.ldea,of languages as, cultu
learned fomms. L

‘Linguisffc desqriﬁfions.écu%d no 1qigerd2:tzie:iiuiiuiifbunts
o 1iﬁgﬁ%stéﬁ RDOWIedg:fE:mézglzgzgzoz:t;idoizgiéal_canons: gfammars
o 53 b2 i Skl et of e
. . o Y : o he. © ; ; V
Szzi:zz;eaggf}fqigiigtiggﬁigzéuistic dita;fizgij;nt2§2éc::ia§?:m
e o e eseisias for o next thirey voars:

The goal of linguistie invgstiga;ion'durin% t?;zsgi;zgg ?as-
£0 determine eX9licit pro@edures,fq:_segmgnt;nglan: soanizé it o
utterances that automatically apply to a corpus to Ore; t 3
a form chat meets conditions (1)-(4) and ‘to
(i) the gréﬁmar is a hiexarchj:of classes: t?e unlt:t:tgzhe
lowest level in the hierarchy afe temporal segme
speech events.

(2) the elements cof each 1evel of the hier?rchy.are de;erglned
by their distributional features together with ;he T
representations at the immediately lower level.
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(3)‘ %nformasion in the construction of a grammar flows only
upward' from level to level, i.e., no information at

a higher level can be used to determin : i
a lower level. Lo ) é = a§a;y51s aF

(4) the.main distributional priﬁciples for-determining class

membership at level L;i' are elements that are in complementary

distribution or free variation at level Li-1- i

apply them in the study :of particular languages. As can be seen

simply from inspection, :these conditions ‘are motivated by physicalist

and operationalist considerations. For if.these conditions are

met, the grammatical analysis of a sentence will observable physical
events and consist in nothing more than further analysis of them

so that no appeal is made to mental capacities or events ahyﬁhéré
frgm the beginning to the end of a grammatical analysis.10 ‘

”Such grammatical .analysis was restriéted to the areas of
phonology,_morphology,\and the constituént structure of senténces
- wntil Harris round a way of extending it to the sentence level
that_is, to the relations between sentences of a language. Ha;ris's.
partlcular.achievgment was to find a way of setting up substitutionv‘
frames for sentences so that sentences could be grouped in terms )
of th? environments they share in a manner‘similér?tb th; manner
in which phonemes or motrphemes were. grouped by shared environments
Thus, distributional tests of the kind that taxonomic linpuists ’
employed below the sentence level could be used to determine
co—occurrence relations between sentences. Tt was Harris's genuis
to see the need for such an extension of the taxonomié péfadigm e

a discourse, to provide the substitution Frames so that distributional
features of sentences could be revealed by substitution of one- :
sentence for another in such frames. Thus, discourse analysis was
the product of this attempt to extend the range of taxononic

analysis beyond the level of immediate constituents.

. ‘ﬂarris developed syntactic transformations as the formal
means of ‘stating the equivalence classes of ‘seéntences that emerped
from the use of such substitution tests. The classes 'passive 5
sentence’', 'interrogative', etc. are thus the sentence level
counter-parts of immediate constituent classes like *Noun' 'Verb'
etc. For example, the passive transformation (5) states tﬁe ’
co~occurrence pattern that C ) ' :

(5) NPI v NPZ - NPZ is{V+en by NPl

relates the subj i ' ike ‘
e ubject. and object in a sentence like '(6) to}the subject

(6} The cat bites the dog

¥&B, 7

in a sentence like (7);'the_iegularity1that'the sémezﬁoug phirases

that can occur
(7) The dog is bitten by the cat

as the subject’ and object of’the verb in an active sentence also
occurs as-the Subject and object (respectively) of the werb in

the corresponding passive. Thus, just as two sounds can be said .
to be members of the same équivalence class of phonemes if ome can
substitute for the other without ever changing one word into another,
two sentences can be said to be members of the same equivalence-
class of sentences, active-passive paigs,.declarative-interrogative
pairs, etc., if the constituents of one sentence can appear.at-
corresponding positions in the other without producing a significantly.
less acceptable string. Thus, transformational rules express
co-occurrence regularities in essentially the same manner the phrase
structure rules of immediate constituent analysis.;lv oo

Barris's conception of a grammar is an orthodox structuralist
conception except-for the addition of two new levels of grammatical
structure beyond the structuralist levels of phones, phonemes,
morphemes, words, -and phrases. These are the level of kerhel
sentence forms and the -level of transformations.. Thé kernel
structures constituté a small, well-defined set of sentence forms,
and function as the base.for the application of transformations.

The application of transformations to kernels and sfructures derived -
from kernels yields all the sentence constructions of a language. 2
These kernel strucdtures represent the basic: constructicn types out

of which more complex sentences are bullt transformationally, and

thus, themselves, comprise those constructions that are 'simple
declaratives', including simple intransitives, transitives, predicate
constructions, étdé. In addition, the level of kernél senténce .
forms also serves as the point at which the co-occurrence restrictions
on individual ‘léxical items are stated. These restrictions, as

Harric phrases it, “. . .determine which member of a class occurs .
with which meiber of its neighbor class."l3 Thus, Harris's distinction,
between the kérnel senténce forms and the transformational level

is the origin:zof the present, more: sophisticated distinction between
the base and transformational components of a penerative grammar.

Thus’, eontrary to popular belief, transformations come .
into modern linguistics, not with Chomsky, but with Harris's rules
‘relating sentence forms. They are genuine transformations, since
they are strucfure dependent mappings of phrase markérs onto phrase
markers. That this is so can be seen from the examples Harris
gives of transformaticnis. They use information concerning the
bracketing of kernel strings and the catégory labels assigned to
bracketed strings to detérmine their application and théy perform
the standard formal operaticns of periutation, deletion, etc. Thus,
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they are more powerful than phrase. structure rules because they use

information be -ri i
Mty yond the left right linear context of a symbol in

;ndlrecfiy.related'to ac;ual sentenCes; had he done so, he would
a:vedsacrlficed any possibility of stating transformations with
y degree of generality. Thus, in practice; he uses structures

on phonological rules even though, in theory, he refused to tolerate

¥ .
ghomikgls.achlevement Was not to invent transformations, but, as
? ; all ?ee below, tovrecogﬁize the philosophical significance
of Harris's tragsfozmapidnal grammar and to clarify the role of

formalization of them.

Harris's conception of transformational - gramma ’ V
gurt§er features of contemporary transformationaf theo;}hsgrtgo‘
::ntion. One is that he.imposed Strong order restrictions on the
equences of transformat;onal rules, excluding ceftain sequences
of tgansformations from occurring.l5 The other is that each sent
;fcelves an analysis that decomposes it into a series of stages - enes
tgck to the l'cex_rnel(s? and the intermediate. stages describe both
e seg?ence § relations to other sentences and itsmode of construction
out of ‘hem. In this connection, Harris had much to say about o
the particular characteristics of "parallel sentences® Yoverl
sentences”, and nominalizations .16 ' P Cveriepping

, From the above review of Barris's transforma

it is clear that his formal theory of linguisties istiggiiaiﬁeory,
the same as Chomsky's in its first, Syntactic Structur z
The difference in Harris's and Chomsky's positiens had to g

how this formal theory was interpreted in the light of thei: wieh
different philosophical and methodological conceptions. Qp Harris's

K&B, 9

interpretation; transformational grammars were conceived of as
mathematical systematizations of the linguistic data in a corpus
which expresses facts about the distribution of linguistic units.
from phones. to sentences: On Chomsky's interpretation, such
grammars were explications .of the internalized rules that comprise
the speaker's grammatical competence. Therefore, Chomsky's revolution
in linguistics consisted in developing a rationalist” and mentalist
interpretation of the same formal, transformational model that
Harris construed in empiricist ard behaviorist terms. The primary
differences between these two interpretations concern five major
topics: novelty, explanaticn, explication, absolute formulations,
and transformational levels. .Iet us look at each.

Rovelty. Harris attached no special importance to the fact
that speakers can produce .and comprehend new sentences and other
syntactic forms. He adopted a neo-Machian view on the question
of whether the linguistic structures that must be presupposed to
account for novelty are in any sense real, the essence of which'
is that theoretical constructs do not represént a portion of reality
but represent only computing machinery that enables the scientist
to predict one set of observables from anothetr.l? Harris
acknowleuges that such linguistic structures exist in language
but denies. that this linguistic structure represents anything in
reality, and in particular, anything in speakers.18 ar best, -
distributional structure exists in speakers only in" the Pickwickian
sense of 'reflecting their speaking.habits."” As Harris expresses
his position:: ) . - a

. . .even when our.structure can predict new utterances,
we do not know that it always reflects a previously exist-
ing peural association in the speakers -(different from th
associations which do not, at -2 given time; produée new
utterances). - For example, before the word analyticity

came to be used (in modern logic) our data-on English may
have contained amalytic, synthetic, periodic, periodicity,
simplicity, etc.- .On this basis, we would have made some
Statement about the distributional relation of -ig¢ to -ity,
and the new formation of analyticity may have conformed to
this statement. But this means only that the pattern of
habit existed in the speakers at the time of the new form
ation, not necessarily before: the 'habit'~-the readiness
to -combine these elements productively--may have- developed
only when the need arose, by association of words that )

- were partially similar as to composition and environment. ..
Aside from this, all we know about any particular language
habit is the probability that new formations will be along
certain lines rather than others, and this is no more than
testing the success of our distributiomal stracture in pre-
dicting new data or formations.1?
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Contrast this with Chi ‘. :
. omsky's often ;
of spe repeated cl - P
the gng::s to produce and understand novel formsam ;Zat the'.ibllity
Even C‘homsltcl;? ot afSYStem of internalized grammaticalanpx]mm of
s preferred term for i ; es.-

refl 5 S for novelty, ' s A
so f::t:st::s :hlfth,ff.om_data to spéaker. ’Mo:;:i::inzz Zf language",

g ay that explanat : . > _even goes
habit have no force whatever. fons of CreatiViFY that rely on-

Explanation.  Harri ediction of 4 . - ' ‘
" Harris took the prediction of distributional regulariti
xp i ‘ ties -

in Yp P Xy
= g
a corpus to be he rima: concern' of the lin uist « "What matters

relations

Transforma:}i‘:;swj:;l :;ppear WhEI.l the corpus is suitably enl d

this fommmrion ,_Ch;);S ;Iarris, like phrase structure rules ;z:s: ‘

than prediceroy o Y, on the other ‘hand, . takes. explan;tion rath

he bange ctton to be the linguist's Primary concern. F oy
» is at the level of the theory of ’iang:,x;ggl ::::ky’

too, are of primary sipni
) ry significance i N
tell us o v n that their o 1 -
what universals may be regarded an i 'at:?n::": lg‘;gen_les

na in es

functloi}ing in the q P . p g
. acquisition To ées s The P T (’)pe rties o f a rammar
are signi ) 3 how
gn ficant in. this sense insofar as they enable us to s \'4
RS &

using th ;
g the sensory information available in the formative period:’

B 4 .

Stréssedu:‘;o?ax;:isésggs exglana;ion‘ of acquisition, Chomsky has-
of grammati ©as of explanation, the explan : ;
on g hyp:th::;sézbwe_tence in a partiéul.‘:tr’ natugl l:;;zg :fb_features
the Spaskerte abilg:t universal grammar and the explanat‘i'm ::'e:,
and the speaker's t}y, fo make judgments about gramatical prope ot
the internaiis other performance based on a hypothesiS' p13 perties
productiog anzed grammar and the psychological mechanismé‘ :’:fout
prediction of n:::gglr);lsgéy H:}‘;rever’ in all three of these dreas
dis e : : S the roleiof eonfirming . ’

confirming hypotheses about the 'ihtemzl*zll:;gm ;?fm:;r e

Explication. For Harris, there i 5 on ‘
a language , S, there 1s no division of the
sentegceg a:gt:osp eﬁcluslve.snd jointly exhaustive S:E;i nf}sle?f

on which Strin sentences, but only a sliding scale of . -

n h 85 can be ranked as more or less o it acceptability
puts this position: : s possible.’ As Harris .

K &B, 11

. . .there is no well-defined set of sentences in & language.
Rather, some word sequence$ are clearly sentences, scme are
odd or even undecidable as to sentencehood in one or amother

way and some are entirely impossible.

Harris takes this position because he considers rrules of ‘a grammsr

to be nothing more than compact formulations of co-occurrence

patterns in a corpus.  Thus, there is no way’ for him to explain
poubtful intermediate .cases

away unclear cases of grammaticality.

must be so because that is their real status in the corpus.

Chomsky, on the other hand, views each and every string of the
language as belonging to one or the other of the two categories
‘orammatical' or 'ungrammatical'. For him, the middle range ‘of
"indecidable cases® reflects not some inherent gradient in-the.
phenomena which a descriptively adequate rule must represent but
simply incomplete knowledge on the part of the linguist.. As.

Chomsky writes:

Notice that in order to set the-aims of grammar significantly
it is sufficient to assume a partial knowledge of sentences
and non-sentences. That is, we may assume for this discussion
thav certain sequences of phonemes are definitely sentences,
and that certain other sequences are definitely non-sentences.
In many irtermediate cases, we shall be prepared to let the

- grammar itself decide, when the grammar is set up in the
simplest way. so that it includes the clear sentences and
excludes the clear non-sentences. This is a familiar feature

of explication.22

Absolute Formulations. Viewing a grammar as at explication of the
speaker®s internalized grammar makes it possible to. frame rules
in absolute terms rather than as probability statements. Chomsky
could take such rules as statements of what the ideal gpezker-hearer
knows about the language. and thereby treat them as an idealization -
of th~ kind familiar from physics and other sciences. . Harris, -
on the other hand, could only treat grammatical rules as- compact
mathematical expressions: of the distributional regularities in'a
corpus.  Such statements- of the likelihood that new forms will
occcur under certain conditions must expfess every feature of the
situation that exerts an influence on the degree of 1ikelihood.
This means that all sorts of grammatically extraneous features
are reflected on a par with genuine grammatical constraints.
For example, complexity of comstituent-structure, length of sentences,
social .mores, etc. often exert a real influence on the probability
that a certain n~tuple of morphemes will occur in the corpus. - ’
Thus, as long as the criterion for grammatical representation
is what influences the distribution-of linguistic forms in the
corpus, such features will count on all’ fours with standard :
selectional relations in syntax. Chomsky's notion of absolute
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gzzxuiazgozs as part of an idealization permits him to exclude
b Per¥ormazzzui:§§on a;y factor that should be cdﬁsideréd a matter
2 er than competence by simpl: i i
former as somethin ' on in the maane,he
g to be abstracted away f i
the physicist's excluding i ir reslstance, ete. toom ihe
g friction, air
formulation of mechanical laws., ’ mesletanes, ste. fron che

Transf
ormational levels. Harris shared Bloomfield's positivistic

views on the na :
follows: t?:e of language. He once put his viewpoint as

. « .as part of nature. .. (language) can be objecti
. part 1ty .. objectivel
:tqdled’lf one considers speech and writing‘notjas an d
rzizes:;on of the speaker which has particular, introspectively
gnized, meanings to the hearer: but rather as a set of )
events--sound waves or ink marks

Transformations, then, we - computing
» re thought of as nothing more than i
‘ :
machinery for predicting co~occurrence relations, and therefore
£

sget; iﬁtroduccion constituted merely an extension of the:scope
o :itzzicizefgg da;;;cataloguing in structuralist linguisties
s omskyian framework, transformati ’
new and revolutionary character " inguistic ruies eorr
2 - Because linguistic rules we
' 3 rer
interpreted as representations of a mental rather than a phone:ié

or . ; .
orthographic reality the introduction of transformations constituted

ggzcgizs;vezz :ﬁ a ;ev l:vel of psychological structure. Their

) ) s OmsKy 's interpretation, constit t 3 i i

a discovery of roughly the s itude  Giiconery Tuistics
S ame magnitude as th

physics that matter has an atomic ;tructure. ® discovery ia

Thus, _the significance of the Chomskyian rerlﬁtioﬁ ﬂid not

lie in the Proposal of a new type of rule-nor in.the many improvements

i:d22§:f:;malism of -transformational theory that it contributed.
» the. grammatical formalism that Harxis constructed to extend

tg:nZim§H:§r;ha;n§pund in Chomsky's earlier, versions of transforma-
ry, even current theory of the form 1 '
transformational grammars is ess i : fcation of = o
v 1 s i entially a sophisticati
Harris's original pro . tion of &
posals. The profound contributi

s p ! ’ 1 ¢ on of th

Chomsky? an revolutionwas to reinterpret Harris's formal iuhov:tions
. B n 5.

S L é
::::iicistcﬁ::ikytihus ;urned Harris's formalism against Harris's
: ‘ eption of linguistic structure. He say 3

) ] ire. . saw that
mentalistically viewed, ;ransfqrgations implied the existenée‘bf

!\’ / M \-‘) ‘
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generalizations immune from disconfirmation in terms of the
variations in surface form from language to language. Finally,
this basis led to the renascence of 17th century umiversal,
philosophical grammar, the approach that had begum with Descartes
and the Port Poyal grammarians, flourished with Humboldt, and
ended in the 19th century with Wundt and in the early 20th with
Bloomfield's search for a sound, empirically oriented methodology.

3. How Empiricism could make a Comeback. In this section, we
examine aspects of both the formal structure of the theory of
language and the sociological and historiecal structure of the
post-revolutionary period in linguistics. We do this to illustrate
how it would be possible for empiricism £o make a comeback and to
sketch the form it would take. In the next section, we present an
important tendéncy in generative semantics as a case study of a
movement that realizes this possibility in essentially the form

sketched.

We beg'm with a few remarks about terminology. “Empiricism"
is the name of a meta-theory. It is a theory about theories of
how knowledge is acquired. It claims that the proper theory of
how knowiedge is acquired says that it comes from sensory experience
by means of associative principles. On empiricistic theories,
innats mental mechanisms are restricted to procedures for inductive
generalization, and therefore, contribute nothing to the content
of our knowledge. ''Rationalism" is the name of the opposing meta-
theory. It claims that the general form of our knowledge comes
not from experience but from innate schema. On rationalistic
theories much of the content of our knowledge is fixed as a biological
disposition of our mind and the function of éxperience is simply
to activate this disposition and thereby cause the innate schema

to be realized.

) “Behaviorism', “operaticnalism”, and "physicalism’’ have to
be distinguished from “empiricism".zs Behaviorism contrasts with
mentalism. Behaviorism is the doctrine that there are no internal,
private mental states that causally underlie behavior which are
not themselves statsble fully in terms of behavior. Operationalism
is a methodological ‘'safeguard” against mentalistic theories,
requiring that each concept in . a theory have a definition in terms
of physical operations that govern its application. Physicalism
constitutes another such “safeguard”. It holds that the concepts
of ‘any theory {(in particular, psychological theories) must be,
in principle, reducible, without loss of content, to concepts of
physiéé and that the -laws of other theories must be expressible
by laws of physics.  MNow, although these doctrines differ from
empiricism, they often go together because they support each other
and at bottom express the same conception of. how to'understand
phenomena. Empiricism, behaviorism, and operationalism assume




clearly rationalistic, since, on it, linguistic knowledge is
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that such understanding requires us to comsider only what ig
outside, what is public, what is observable to (-':very'experimenter

. We may extend the terms "empiricism" and "rationalisin—"
accounts of knowledge -of one kind or another. That is
Say that an account of what knowledge of a certaip kin
empiricistic or rationalistic, ‘depending on what Properties the
account ascribes to the knowledge. If the account age

to

b ribes Properties .
b . b

or less._t_roublesome to philosophical theories about itg écqm’.sition.‘
Traditionally, arguments for the existence of necessary truth were

Since grammars are accounts of linguistie knowledge, we
can ask of a grammar (and a theory of grammars) whether it is
rationalistic or empiricistic. Chomsky's account of grammar is

determined by unobservabie mental structures which are invariant -
from language to language. For empiricism to make a comeback,
this account would have to be changed so that the account of
linguistie kaowledge becomes empiricistic again,. . )

What makes it possible for empiricism to make a -comeback -
is that there is a deficiency in the theory of generative grammar

This deficiency is that there is almost no theory of the interpretatio}
of formal gramnars, no theory that tells us how such formal systems &
are construed as empirical theories that make specific claims about
linguistic behavior. Transformational linguistics has contributed
to some extent to this theory, but its contributions were limited,
never explicitly recognized as such, and very fragmentary ‘and in
Some case less than .coherent. The development of transformational
linguistics has been lopsided in favor of contributions_ to the
characterization of -the formal model of. a grammar. Indeed, what g
has come to be known as transformational theory is almost exclusively
an account of the formal structure of sentence generating ‘g_rma‘té

; The ‘distinction between the formal -s'trt;cture of a_l-gl‘m
what we will call the "formal model", .and the principles that
assign it empirical content; which we will call ‘the "interpret
is a distinction between the abstract calculus that fotms the '

4

O
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skeletal structure of the theory and the statements about.the
parts of the calculus that give them meaning. The formal ‘model
consists of a vocabulary of zeaningless symbols, syntactic rules
for forming strings in the calculus from the vocabulary, and a
set of such strings distinguished as the axioms, and finally,
principles that specify derivational relations between the axioms
and other strings in the caleulus. The interpretation consists
of a set of what we shall call "correspondence principles” that
connect the symbols and’strings of the caleculus to states of affairs
in the world. ‘They supply empirical content by relating strings
of symbols or sets of them to aspects .of the behavior of the
things in the domain of the theory. The formal model plus an
interpretation is an empirical theory of the domain.26

Here and there in linguistics we find fragments of an
interpretation, but they are not thought of as correspondence
principles. Generally, they are 'seen as part of the apparatus
for determining predictions zhout the intuitions of speakers,
as providing a means of confirming or disconfirming rules. Three
notable examples are Chomsky’s (partial) explications of the
notions 'grammatical seatence’, 'anbiguous construction', and
'synonymous sentence'’.27. The first explicates grammaticality in
terms of the formal Property of gemeration in an optimal grammar.
This explication associates a derivation with the intuitive property

. (8) Colorless green ideas sleep furiously
- €9). Furiousg.y‘ sleep ideas green colorless

second ex'plicates ambiguity in terms of the formal property of a

. sentence having two or more non-equivalent derivations. This

explication assceiates the existence. of multiple structural .
descriptions for the same sentence with native speaker's intuitions
of multiple senses and thereby enableg the linginst to prediet
that the native speaker .of English recognizes _thé ambiguity of

sentences: like (10).

(1) Flying plaves can be dangerous

The third explicates,fjsynonyﬁzy in terms of the formal property -of

the same underlying phrase marker initiating the derivations of
different sentences. This explication associates derivations
originating with the same wnderlying phrase marker with the native
Speaker's intuition of Sameness of meaning and thereby enagbles the
linguist to predict that the native speaker of English takes
Sentences like (11} and (12) or sentences iike (13) and (14) to
have the same sense.
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(11)  John hit Bemny's sister

(12) Benny's sister was hit by John
(13) ‘The woman who is old left

(14) The old woman left

These associations, which were ' »
. tior originally thought
Etedictlvgtbas detefmlnlug the specific empirical cléiﬁs'tgftas
ﬁ;a:mags with cgrtalp formal pProperties, e.g., rules enablia
o derive such and such a sentence, or ones that enable 35

to derive it in different ways, are ipso facto committred to
» Can

also be thought of as 1+ p '
_Interpretive, as specifying th mp
meaning of such formal properties in the grammar? Tﬁa: i:rizsis
- & 2 » e

associations function as correspondence principles

;he sign}flcance of these formalisms when usedpthe s:ﬁ:rtzil o
;_Foun s i.e., when aspects of the behavior of speakers .
via th? connecting association, to say what the si if'are e
the uninterpreted piece of formalism in the grammainislcance of

But not only have the correspo i
_ respondence principles
i:ri:;r::e:ian exgeedingly small and fragmentary piZce ogf:eiiig
> avion, they are each themselves less th
e e a: : : -than adequate.
::fsﬁi;zngof g::mmatlcality of generation in an optizgl ;iamnge
ormative to the degrée that we h
" 3 d [ h ‘e nave a complete notion
o ::;:saz thlmal grammar is. By itself, the failure of a system
ungrammatizaﬁeneriﬁe a ;tring means either that the string is -
0t that the system is not optimal. Thus st
. . Th we must
:zoz thatithe system is optimal to know the ungenerateé string is
rthgtaimatbca%. If we have a number of independent constraints
hat ?n e 1mpo§ed on grammars which permit us to make an argument
tg rgm questions of grammaticality, that the grammar is oﬁtimal’
1en we have a basis for deciding questions of grammaticality. ’

If we have no such constraints, there is no independent grounds~_<'.»»¥

for claiming the system is adequate’ and no basis for choosing

be i ] k
tween the alternatives of an ungrammatical string and an inadequate

grammar, : :

The situation is even worse if there are no other acceptaﬁlé-

;:?rrismndence principles, since, then, the grammar is defined
se:zezc?: a szs;em that generates all and only the grammatical )
ain tgaé :nsta? a consequence, we face real .circularity when we
Tn oot 2 twrlnghls not grammatical because it is not generated.
bon tha 0. ot er 92p}ications presently available cammot.

r the weight that is thus put on them,. The explication of
ambiguity fails completely if there are cases where different

underlying phrase markers underlie synonymous sentences, since'thei;"

explication takes multiple pnderlying'phrase markers as a sufficient

condition for ambiguity. Count S
to find, e.g. (15), rerenamples are rglativelyveasy

(15) It was done by an automated processing device

(‘ e <ij§
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(16), and {17). In each of these cases, there is an alternative bracketing
(16). John wrote a letter about -his experience?d
(17) Don’t buy bright. green.rugs :

of -the form (&4 (BC)) and'((AB) C); but no sense difference corres~
ponding to it. . . A . . -

The explication of synonymy in. terms.of sameness of underlying
phrase marker is in no better shape. .Examples such as those '
Chomsky, Jackendoff, and others have proposed to support their
theory that properties of surface structure are relevant to semantic
interpretation are putative counter-examples to this explication;30
In addition, changes in transformational theory such as the change
in the conception of the passive transformation by which it became -
obligatory as the result of the introduction of a passive marker .
in the base narrow the range of cases for.which this explication
has application. Its range of application is further narrowed by
the fact that the explication has no relevance to the infinite
set of cases in which sentences with vastly different underlying
phrase markers are synonymous because the meanings of their lexical
items comwbine compositionally to provide the same meaning for both
sentences, as in the examples (i8) and (19). The area of application
remaining for this explication : -

(18) George is a bachelor » "
{(12) George is a human whe is male and an adult and an
unmarried person to boot L .

is not only sﬁall,hbut trying to characterize it would be extremely
complicated. . o - o - . o .

But it would be pointless to even try to characterize it.
The reason is that what these counter-examples show is that there
is a role for a semantic explication of ambiguity and synonymy,
and any role for semantic explications makes syntactic explications -
of such notions obsolete. Cases like (15)~(17) require us to
explicate "S is ambiguous in L' in terms of the condition that S
receives more than one semantic representation in the grammar of
L. ‘But if we introduce such an explication. for these cases, there
is no point in keeping the syntactic explication for others, since
every case of ambiguity that the syntactic explication covers is
also covered by the new semantic éxplication. The same situation
exists in the case of synonymy. .Cases like (18) and (19) require
us to explicate 'Sl is synonymous with S; in L' in terms of the
condition that S; and Sz receive the same semagntic representation
in the grammar of L. But if we intreduce such an explication,
there is, again, no point in keeping the syntactic explication,
since every case of synonymy that the syntactic explication covers
is also cbvered by the new semantic one. - :
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the theo r; :?yiobtain some further idea of the Primitive s¢ in a central part of a system from changing the gemeral character
nterpretation if we look at what a compl ate of of the whole system in some specific direction. Thus, empiricism
Systematic account of the interpretation of the fo b ete ang .. might make a comeback if it could capitalize on the near vacuum
g; a:i would contain. Clearly, such a theory WOEZI;‘?mtOf \ in linguistic theory as far as a theory of imterpretation is
amma 1 ; is . ; -as. : Lo
5 corres;zi.dzroperty that a language could exhibit ang pmvje.;ery concerned in order to dislodge the rather weakly based rationalistic
Sssonie: ace principle for each. These Principles woul € ' interpretation (based on Chomsky's proposals concerning novelty,
€ a term denoting some grammatical Property-such asd explanation, explication, absolute formulations, -and transforma-

intuitive tional ievels) and replace it with an empiricist interpretation.

At th lopical - ' )
e phonological level, we would find a corres The problem for the empiricist would .be how to find an

for the pr es : Pondence i :
syntact iPrOPerti:es of rhyme, alliteration, meter, etc. Atpg-nc-ple interpretation that represents the internalized grammar that -
gin a?ﬁz ai-ivel, we wo’:zld find one for the properties of € comprises the speaker‘'s fluency in a way that makes an empiricist

. proamanomin b tA_Y,’ ellips.1§, sentence types, part of speech equi . . account of its acquisition seem natural. The focus of such an
level w: wziiion relations, agreement, etc. At the semggcva.}ences’ " interpretation would clearly have to be the property of grammaticality.

B ould find a correspondence principle .-for th . Grammaticality is the central notion in linguistic investigation
Zggz!;?igu%ty, sSynonymy, analyticity, meaningless vs. 'm:agjf:p?ﬁjfes ~©7  and it occupies a pre-eminent position in the Chomskyian theory )
would huen » Presupposition, etec. - Further, .3 theory of integ r :es§, as well. Chomsky's presentation of transformational theory emphasizes
ave to state meta-principles that guarantee that s s;gt:matlon > the property of grammaticality, stressing it by the characterization

of grammars as sentence generating deviees. Thus, to find an
interpretation that is empiricist; perhaps the most important thing
is to do is to fully undermine Chomsky's notions of explication

and absolute formulation which provide the basis for his conception
of grammaticality. : .

;ﬁ r;z;rzigggi:ce Erinciplei provide a coherent interpretation of
- ror example, there must be some met i

E a~pri :

to determine what part of the formal model is interpretg; szzpilexat

We should therefors expect the Chomskyian notion of gram-
maticality as generation in an optimal grammar to be the main
target of .an empiricist counter-revolution. This notion supports
a rationalist conception of language acquisition by making a
sharp, absolute distinection between the grammatical and the
ungrammatical and. between the competence principies that determine
the grammatical and anything else that combines with them to
produce performance.  Such cleavages are not found in linguistie
experience, which better fits Farris’s description of a sliding
scale from the totally unacceptable to the clearly. acceptable.
Moreover, it is: virtually inconceivable that inductive generalization
applied to so heterogeneous a set of events. as lingulstic experience
could give rise to so idealized a set of obiects as Chomskyian grammars
without the aid of strong a priori determinations of the form and
content of their rules. Inductive generalization makes umiversal
copies of particular phenomena, but like a photograph it reflects
what is there. If sharp dichotomies are not in linguistic experience,
then they have to be contributed by the machinery the mind uses to
- organize its éxperience. Heowever, if instead of Chomskylian grammars,
theories of language acquisition had to explain the acquisition
of something.closer to a description of actual experience, empiricism

would look far more plausible.

izﬁ;:;;:aéoinzgrpretatio?s.' This assumption operated as one of the
bl cx;n tﬁelimin;tlon ?f generalized transformations from the
S renan x;]arkers : on§ and, if the assignment of different tnderlying
il oo; : h;:mzo ilt:;fzce struc:t[:ure is a condition for

; » : assumption, the assignment of
g:g:iirizze'g-l:irke;s to 1.:he same surface structure, ingzrammars with
par allzed 1:ns ormatlon}s, should also be a condition for ambiguity.
Dut ;ntence dot er, the existence of multiple T-markers undeflying -
ambiguy: ;hes not, empirically, correspond to any form of sentential
oagult t.:hat us}; a reason fo.r;eliminating generalized transforma--
hivtadiall dif% then, 131](? situation arises where there is a distinction “&
e 24 Aere,ng:e.. The formulation of meta-principles in a -
theory of interpretation would provide ‘a place in the theory of
grammars to state such assumptions exph‘.cit.‘ly.32 :

The present primitive state of the theory of interpretation

:-S Y};at provides tl.le backdoor through which empi;:icism mi;hpt return
0 lingyistics. Since very many different actual and possible
empirical theories can have the same formal structure (e.g.; a

system of phrase structure rules can be a description of th\;

gezzg?::ngzeof a family, a program for theorem-proving computers,

fo onte dif%ener_ating grammar) ,.a givg\n formal system.can be made :

on its s ymbo’irentdﬂ:ings depending on what interpretation is imposed %

i S and their formal relatiomns in strings. Moreover,

8 can be done for a whole system, nothing prevents a change

&n importarnt secondary tarpet of an empiricist counter- .
revolution has to be the absclute concepts at the semantic level of

-
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synonymy, analyticity, and entailment. The presence of such abs.ol
: ute

::zceptt:tsl! leads directly to the existence of. necessary truths
ce these concepts will lead to.our crediti; 's wit
knowledge of meanings that b , et Paetede o
: .by itself constitutes knowled
x;e;;:els(s:ry truth. ' Such knowledge poses a formidable stumfiiggf
caﬁcprozuzemp:nr;zﬁm, since no amount of repetition in experience
ing stronger than aihighly .confi i
It can never equal a necessa t3 or 3 thus, ngosration.
n . Ty connection, and thus, empi
theories stand no- chance of a . ' fere conts "
: ccounting for how speak
have come to kncw - i i o nocasenrd
oo ¢ ‘cw .sen.tenc.es whose meaning involves- necessary

The absence of even :a' fairl . : .
- 1irly well-developed theo £
;roz::g;rg‘::gizem;ik:: i: eascg for the empiricist to attaclfytﬁesé'
tic out such a theory there is no rati ic
gzlzle‘:im for wha}t is linguistic and what is not, whatO;::ic{fx;.c
2 phe Isra::m::ar and what is ?xtra—gramnatical.' If thefe were such
et o tl-:e c:’ttgi}ati;el to tJl.wts corresponidence principles we could
. ion that what belongs in the grammar is wh
) . t
formalism is necessary to explain -the properties and relatiin:ver

s s
e.g. thyme metet, ell:l.pSls, wO!d*OIdeI, sentence type, SynOnymy,

ambiguity, ete s appearing i i

Ce 5 8 in ‘these principles.  ¥itho t
tl;eory, we tend 'nt)t even to think of such a criterion :nds;.l;h i:
absence the empiricist could return (without much notice being °

taken) to Harris's criterion amma
B that what belongs in the gram
whatever influences the distribution of linguistic elexients i

of grammaticality as dealing with only a Iimited set of the factors

- that influence distribution I
_ £1ue . t would be. replaced by
that relativizes grammaticality to all sorts of perf;r:la:::czg;ion

;gntext;:‘]iefa::;;sr{ ;h:;elglalmost by itself reinterpreting the
rmal -Flcistically. Furthermore, the c¢riteri
also obliterate the distinction b > { bout the mewein
n between beliefs sbout the 1
of words and beliefs about what w ‘ commer
out ords refer to, since, of
gzth sets of beliefs determine the’ distributior’x of wm,-ds 1;'0:;22&1 -
:s:}guently, absolute concepts of synonymy, analyticity, and )
:2;1 ment would l3e replaced by graded com:epts,3§ and tl;ese,
2cause only contingent connections could be expressed with them,

- would be no obstacle to empiricist -theories of how speakers come to

work has this thrust, but only that their work clears the way

know that they do about their language.

.

4. A Case Study: Cenerative- ics Lake y een
: ative Semantics Lakoff Style. Having seen

Zgz zzxpiricisn}x might come back into linguistics, we now will see
S coming back. We do not claim that the linguists who are

bri i K i i
nging it back are necessarily empiricists or are aware that their

for the retutnt of empiricism in the way described above.
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It appears at first encounter that generative sémanticists
are developing a new and improved model of grammar, but there is
strong reason to think that the model that generative semanticists
are offering is either a notational variant of the model of grammar
known as the "'standard theory™ or a modest extension of that model.
We will not repeat the arguments for this claim. The claims we -
wish to make here do not depend on them; rather, our claims here-
answer a question often asked in connection with these arguments,
namely, how can generative semantics be a motationsl variant of
interpretive semantics when it is perfectly clear that some new and
controversial thesis is being put forth by generative semanticists?
The answer is that the equivalence claim is -about the formal model,
while the controversy is about the interpretation.. The issue
between generative and interpretive semantics is over different
interpretation schemes for the transformational model, one of which
is empiricist and the other ratiomalist. .

4. Lakoff on the Interpretation of Formal Grammars. In this
subsection, we consider Lakoff's proposals to replace the absolute
notions of grammaticality and of analyticity, synonymy, and entailment
with graded ones. As argued above, these aspects of the rationalist
interpretation of the transformational model are the two key areas
where an empiricist counter-revolution would have to concentrate

its attack. -
Lakoff states his aims as follows:

There are a great many cases where it makes po. sense to
speak of the well-formedness or 'grammaticality’ of a

~ sentence in isolation. Instead one must speak of relative
well-formedness and/or rvelative grammaticality: that is,
in such cases a sentence will be well-formed only with -
respect to certain presuppositions about the nature of the
world. . . Given a sentence, S, and a set of presuppositions,
P, we will say, in such instances, that § is well-formed
only relative to P. -That is, T will claim that the notion
of relative well-formedness is needed to replace Chomsky ‘s
original notion of strict grammaticality. . ., which was
applied to a sentence in isolation.”?

Lakoff claims further that he is not 'blurring the distinction
batween competence and performance,” since he distinguishes between
extra-linguistic factors that enter into a speaker's judgments
about well-formedness and “the linguistic competence underlying.
this,™ i.e., "the ability of a speaker to pair sentences with the
presuppositions relative to which they are well-formed."30 Chomsky
takes Lakoff at his word here anl concludes that there is nothing
more at stake than a question of terminology. As Chomsky argues,
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the relation between (29) and its-presupposition,-say, that

(20) John called Mary a Republican and the she tnsulted hig

one follows Lakoff and - efine 'well~formed' as a re
and. . .have the grammar generate (S,P) pairs such .t
formed relative to P" or follows—him_and‘defines 'we.

For sentences with presuuposiéions i ' thi
0 13 n this sense nothin
hinges on this terminological decision. ., .. Hha; may apgear

formedness so that strings in a language can be divided into the
well-formed and the iil~formed just on the basis of their syntactic
- 8tructure, without reference. to the way things are in the world
what speak?rs, hearers, or anyore else beliéves, ete. What mak;s
Ehe situation confusing is that Lakoff keeps the terminoiogy
competence”, “linguistic knowledge”, etc. but changes what such

terms mean. -One has to read closely and.put'togethe: things that

hearers, people spoken about, ete, believe. Lakoff says:

The study of the relationship between a sentence and those
things that it Presupposes about thé nature of the world -
by way.of Systematic rules is part of the study of :
linguistic ccmpetence,40 ' : -

Thus, for Lakoff, but pot for Chomsky , the well-formedness of .. :
(20) turns, in part, ‘on the empirical facts, concerning what beliefs
Mary, John, the Speaker, etc. have about Republicans, etc., whereas.
for both, at some level in the grammar, (20) is paired with the
Presupposition (in some sense of this term) that for John to call
Mary a Republican is for him to insult her... P

O =

‘K & B, 23

" Lakoff would of ccurse argue about whether ‘such-facts about
people’s beliefs are nor~-grammatical facts, but such an argument
would be beside the point, since what we have here is a conflict
between two conceptions of what the distinction between the gram—
matical and the extra-grammatical is. Lakoff's:criterion for what:

‘is grammatical is explicitly that of structuralist linguists like

Harris, namely, that whatever determinesaihe distribution of
morphemes is ipso facto part of grammar. Thus, he.argues that,
since beliefs of those involved in the speech situation determine
the distribution of such features as the stress pattern of (20)
as distinct from that of (21) vhere the sentence expresses no
more than that - ) . :

(21} ;John_called.Mary a Republican and then she insulted him

one event occurred and then another occurred {(i.e., there is no

sense of Mary insulting John back in connection with (21)), information

about the existence of beliefs about John's having insulted Mary
must be an integral part of the study of competence. Lakoff's
criterion leads to an almost indefinitely expandable competence -
domain: any factor in a linguistic situation that influences
distribution becomes a matter of competence. - As we shall see -
below, Lakoff:capitalizes on this feature of his criterion to come. | .
up with a variety of nevel claims about competence. . : :

. Chomsky's ecriterion is close to the Wundtian conception of
the subject of grammar. The object of study is the sentence, :
intuitively’ understood, and the theory of competence is a theory
about the principles that explain the intuitions we, as spegkers,
have about "aspects of sentence structure.? Thus,. a rule is counted
as grammatical if it plays a role in explaining the’ structure
uwnderlying intuitions about ambiguity in sentences.like (10), about
synonymy in sentence pairs like (11) and (12) or (13) and (14), :
and about well-formedness in sentences like (8). But linguistic
commetence is distinguished from performance primarily in a negative
way by the fact that the latter imvolves matters not relevant in
the explanation of such'intuitions, é.5., limitations stemming
from the nature of the organism’s psychological mechanisms, which
réstrict immediate memery, computation time, and information. access.
On the positive side, it is readily - conceded that this criterion
is rowhere nearly as fully developed as is desirable, principally
because of the absence of a ricli theory of the interpretation of
formal grammars. The absence’ of ‘this theory meant that the range -
of intuitions that would be required in a reasonably complete and
convincing account of what a grammar must explain was drastically
impoverished. Honetheless, Chomsky43 made it quite e¢lear that
a factor that influences the distribution of linguistic forms cannot
for that reason be taken to determine aspects of compatence like
grammaticality (rather than aspects of performance like h




‘be a esi
true hypothesis sbout the dcquisition .of knowledge or empiricism
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acceptébil_ity), since, as he ob ;
served, "The
ace ved, mere a
those that are more likely .to be produced, mor:‘l:g:i?;e_sgntences
tnderstood,

less clumsy, and in some sense more natural
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Typical of Lakoff's arguments is the one that claims that

the grammaticality of sentenceés:with verb phrases like “realizes

that I'm a lousy cook,” "believes I'm a fool," “enjoys tormenting
me," et¢., does not depend on whether their subject is marked 'Human'
but instead on whether the speaker assumes that the thing(s) -in

the world that he or she refers to by the subject are sentient.
Lakoff's argument for this conclusion is that people who believe"
that such things as cats, goldfish, amoebas, frying pans, sincerity,
or births are sentient find sentences like (22) R

-

(22) My cat (goldfish, pet amoeba, :fryiné pan, birth, ete.)
enjoys tormenting me : .
Yperfectly alright.” Thus, Lakoff concludes that well-formédness

is not an absolute motion but a relative one which varies with

belief. - .

The argument initially strikes one as a simple ﬁon-sequitur.
Why should anvone conclude that a sentence like (23) is well-formed
in any sense from -the

(23) My frying pan enjoys the fire because it’'s masochistic.

mere-fact that people who believe that frying pans have a mind find
such a sentence "acceptable’, “perfectly all right”, or "perfectly
normal”? What makes us take such judgments to be judgments about
well-formedness in the sense in which this term-is used in the
theory Lakoff is criticizing? Perhaps-all that such people mean
when they say these things is that the sentence expresses something
they think is true. After all, deviant sentences can be used

to make true statements.47 : . ST

: "The argument is a non-sequitur, but the plot thickens
if we look more closély. Lakoff himself finds the argument convincing,
so one may assume that he has some principle in mind that enables
him -to draw the conclusion that the judgments are legitimately
judgments about-well-formedness. One aspect of such a principle
would have to be that ill-formedness is the oaly kind of sentential
deviance to which the judgments of such people is relevant. This
is, of course, dubious, but we may accept it for the sake of-
argument. The other aspect of such a principle is that there is
" no distinction between a speaker's knowledge of the grammatical
or semantic properties of a word and his or her beliefs about the
things to which it refers in the world. That this must be assumed
tc make the argument work is easy to show. Assume it to be false.
That is, assume that there is one criterion for determining the
grammatical or semantic facts about a term like "frying pan" . .
and another for determining beliefs about frying pans. The former
might be as follows: an hyvothesis H; representing a putative
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all we know, (23) might be non~deviant. The Problem is not the lack
of a criterion to tell us how we decide matters of this kind;

the criterion mentioned just above together with a suitable set
of definitions of thé semantic properties and relations that have
to be predicted and explained serves well. énough. "What is absent
is some clear emough set of examples of the semantic properties
and relations that need to be predicted:and explained. What is
relevant -liere, however, is that, whatever the examples turn out
to be, there is nothing in what Lakoff says to ‘show that, in |
principle, such -deviance phénomena will be outside the range of
the standard theory. . S

This may not ‘be as clear for some of Lakoff's cases as it
is for the case of examples like (22)-(24). Thus it will be -
worthwhile considering his examples {25) and (26).

(25) We have just found .a good neme for our child, who

we hope will be conceived tonight _
(26) We have just found a good name for our child, who

we hope will grow uvp to be a good citizen after he
is born S ’

Lakoff's claim concerning the deviance of (25) is:

. . .it seems clear that the distribution of the grammatical
morpheme who cannot simply be determined bv a syntactic
featuve like [+Human]; rather, the relative who requires,

at least, that the person referred to be presupposed to be
alive at the time referred to in the relative clause.s-

It is easy to show that an explamnation of the deviance of (25)
and the non-deviance of (26) can be given in the standard theory
without reference to what the speaker believes. We can assume -
that the combination of a reading of an embedded sentence in the
form of a. relative clause with the reading of its head in the
matriz structure is governed by the condition that the latter’
reading be identical to the reading of the pronominalized consti-
tuent. Taking the deviance of (25) to be semantic, this condition
is a selectional restriction determining the existence of a derived
reading for the whole sentemce. In the example (25}, the reading
of the head noun phrase of the matrix strygture will contain the .
semantic marker '{(Alive at Speech Point)'’> while the reading of
the pronominalized noun phrase in the embedded structure, i.e.,
the object of the verb "conceive', will contain the semantic
marker '(Af(Alive at Speech Point))'. Thus, the selectional
restriction on the combimation of readings wiil not be satisfied,
and the sentence as a whole will be ugarked demantically anomalous.
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(d) Blacks. are pootr. . N
. (e) Biacks are discriminated against.
- (f) Blacks form.a substantial part of the population
(g)  One would expect that poor, suffering people
who are discriminated against and who form a
- gubstantial proportion of the population

would revolt. . :

‘be obvious that Exp (Nixon was elected D ~The blac;ké won't
revolt). can be -deduced from these presuppositions (29) (a-g}.
e to these presuppositions.

Thus, (27) will be grammatical relativ
flict with our knowledge

Since these presuppositions de not con
of the world, (27) is a perfectly normal sentence.. Of course,

there are innumerable other sets of presuppositions relative
to which (27) would be grammatical—fall of those from which.
Exp(Nixon was elected ) “The blacks won't - tevolt) can be

deduced. 7 .

t about the fact that.on this theory the

Lakoff himself is no doub
rs of empirical fact.

well-formedness of sentences depends-on matte
He continues: . .

It should be clear that the general-principles‘ governing
and reciprocal contrastive stress

f presuppositions and deductions
_This means that certain

ve to.certain

to certain thoughts

o which they correspond.

the occurrence of too, but,

can be stated only in terms o
based on those presuppositions.
sentences will be grammatical only relati
presuppositions and deductions, that is,

. and thought processes and the situations t
This seems to me wholly natural.
Morecover, he happily embraces the consequence that the pairing .
and hence .the determination

of sentences 'wii;h their presuppositions;
of well-formedness generally, is no longer a matter of mechanical

computation.

From the viewpoint of those sympathetic to the approach
of the old versi_,qn_of‘l;.akoff's theory of relative well-formedness,
this new version must be considered both a natural extension
and ap important improvement. It represents a generalization in

that now no particular belief of a speaker's {say, about cats,
. goldfish, amoebas, frying pans, etc.) is necessary for a sentence
about them (like those in (22)) .to be grammatical. All that is
required now is that the speaker's beliefs, taken together, bear
' ication to the presupposition of the

the relation of logical impl _
sentence. This has the advantage of permitting the gemerative .
semanticist to determine the relative grammaticality of a sentence

in certain of the cases where the. speaker has no specific belief
about the truth of the presupposition, namely, .those in which
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the speaker's beliefs imply the Presupposition. On the 0ld versi
these cases were treated on a par with cases in whichzthe Spea;eon,
has a belief that is inconsistent with the Presupposition or 1 i
which the spesker's beliefs are independent of the presuPPOSitgon

'From the viewpoint of thosé'unsympathefié to the first

version of Lakoff's theory because it is an attack on the rationalist -

distinction between the grammatical and the extra-grammatical

the new version is, as already indicated, even more empiricisgic
Fortunatgly, howgver, it has conseguences so absurd. as to- pose n;
;hreat to rationaiism. The new version says that a sentence §

is grammatical relative to a set of beliefs, B, of a speaker in
case B implies P, the presupposition of S. But this means that
Lakoff's theory entails the absurd claim that no one can have
inconsistent beliefs. For Suppose that someone has. z set of
beliefs containing one of the form P and another of the form ~p,50
Then, by a well known argument,6l this set of beliefs implies
any proposition whatever. Thus, in particular, it implies the
presupposition of (27), from whick it follows that (27) is well-~
formed. But, oy the same token, it also implies the denial of the

presupposition of (27), from which it follows that (27) is not Well—'.

formed. Hgnce, Lakoff's theory must assert the’ contradiction that
this Sentence, and every other, is both well-formed and not well-
formed. Lakoff can, of course, try to avoid this conclusion by
denying that anyone ever has inconsistent beliefs, but this would
be a pyrrhic victory since such a claim is only -slightly less
absurd than the contradiction itself.

Lakoff sometimes speaks as if he had in mind a weaker relation

(between the presupposition of a sentence and the beliefs of a
speaker) than that of logical implication, namely, independence, .

e.g., "Since these Ppresuppositions do not confliet with our knowledge

of the world, (27) 1s a perfectly normal sentence.'62 Thus, it
might be thought that he.hgs 4 way .out of the above difficulty:

to require simply that the presupposition of a sentence be -consistent
with the speaker's knowledge (or beliefs). But revision has

equally absurd consequences. For example, for a radical skeptic

who accepts nd beliefs about anything every string in the language
is grammatical, since every presupposition is consistent with a

null se: of beliefs. Thus, independently of their use of ancient
Greek, we have to say that Pyrrho and Plato had entirely different
competence in. the language.. Furthermore, every sentence about a

_subject that one knows nothing about (and modestly refrains from

framing opinions on) is grammatical. . Moreover, as we come to gain
some knowledge about a subject and come to have some beliefs,
sentences about that subject start to become ill-formed at a rate -
proportional to the increase in what we know and believe.. Agaiq,
since most of us have- different sets of beliefs, and since languages
are individuated (in part) by the set of sentences counted as:

T
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grammatical,‘Lakoff's,view entails the absurd consequence that
almost all of us, except for the most "weedle-Dee/Tweedle-Dum"
pairs, speak different langusges.

In our discussion of how empiricism might make a comeback,
we said that a secondary target for an ‘empiricist couter-revolution
to deal with is the cluster of semantic notions. ‘synonymy’,
"analyticity', and 'entailment', since such absolute notions like
these lead directly to necessary truths. These notions permit us
to determine the internal conceptual structure of linguistic
constructions and to distinguish their sermantic properties from
features of the things to which they refer. They thus enable
us to use the purely internal conceptual structure to express
connections that are independent of the features of the ‘actual
world aﬁd so hold in any possible -one. Accordingly, they lead to
a rationalist account of the speaker’s knowledge,. insofar as' they
permit us to attribute; knowledge of sentences expressing mecessary
truths to the: speaker's: sompetence.. Thisy in turn, means that a
theory of the acquisition of such a competence must contain more
than principles of associative learning allowed by empiricism,
since such principles only provide for probable comnections.
Hence, cmpiricism has to find some way of replacing these absolute
semantic notions by graded omnes, ones that ityply no - sharp division
between the inside and outside of a concept. Given concepts
with vague boundaries that permit ne precise line to be drawn
between intermal conceptual structure and external features,
the speaker's knowledge of the language can be characterized in
a way that removes the obstacle of necessary truth that otherwise
would block empiricist attempts to account for its acquisition -
on an. inductive basis. : RS : . L

Now, iurﬁiné to.how generative semantics‘1§ clearing-the'
way for a return os empiricism, we find Lakoff propesing just
such an empiricist doctrine of coneepts. ,He.writes; E

. . .natural language concepts have vague boundaries and

. fuzzy edges and., . -consequently, natural language sentences
will very often be neither true, nor false, nor nonsensical,
but rather trgz to a certain extent and false to a certain

extent, . . :
In particular, he argues:

Robins simply are more typical of birds than chickens
and chickens are more typical of birds than penguins, though
all are birds to some extent. -Suppose now that instead of:’
asking about category membership we ask instead sbout the
truth of senténces that assert category membership. If

an X is a member of a category Y only to a certain degree, then

the sentence "“An X is a Y" should be true only to that degree,
rather than being clearly true or faise. ¥y feeling is that
this is correct, as (30) indicates.
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birdiness is taken by Lakoff as representing the degree of inclusion
(the degree of truth, the degree of entailment, etc.). On the
other way of interpreting degree statements, such statements are
taken as representing a measure of the distribution of some physical
property in nature. rather than a statistical statement about
judgments of people about a physical property. Lakoff says:

) It is common for logicians to give truth conditions
for predicates in terms of classical set theory. ‘'John is
tall” (or "TALL(3)) is defined to be true just in case the
individual denoted by "John'™ (or "j") is in the set of tall
men. Putting aside the problem that tallness is really
‘a relative concept (tallness for a pygmy and tallmess for
a basketball player are obviously different), suppose we
fix a population relative to which we want to define tallness.
‘In contemporary America, how ‘tall do you have to be to be
tall? 5°8%7 5'9%7 5'10%? 51177 6'? 6'2"7 Obviously,
there is no single fixed answer. How old do.you have to be -
to be middle~aged? 357 377 387 397 40? 42?2 457 507
Again, the concept is fuzzy. Clearly, any attempt to limit
truth conditions for natural language sentences to true,
false, and 'nonseénse’ will distort the natural language
concepts by portraying them as having sharply defined rather
than fuzzily defined boundaries. .

The argument for the thesis that the meanings of words do
not have sharply determined boundaries but grade off begs the
question. In connection with the first way of interpreting inclusion,
Lakoff argues as follows: B :

If categbry membership wére simply a yes-or-no matter, one .
. would have expected the subjects either to balk at the task.
{of ranking) or to produce random results.®?: B

But one has no right to have such expéctations unless one can assume
that the task Heider's subjects were asked to perform, the task of
ranking different animals as to their degree of birdiness, is

tapping their intuitions about the meanings of the words "robin",
"chicken", "penguir', "bat”, etc. rather than, what is more plausible
in this case, their stereotypes about such animals. The distinction
can be put in terms of an example.  The meaning of the expression
Yairline hostess" is simply 'a woman who.is employed by an airline

in the capacity of a hostess.' WNothing in the meaning of the
expression tells us, what is clearly true, that the American
stereotype of an airline hostess includes such properties as
attractiveness, a pleasant disposition, having a height of over three
feet, etc. If one may assume that the Heider subjects are responding
in terms of their stereotypes, then there is no reason to expect
them to balk, since such sterectypes ought to vary in how close
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they come to the ideal of a bird. ‘If ‘there is mno reason to expect
the subjects to balk, then.the fact that they do not is no argument
against category membership in semantics being a "yes-or-no
matter”. Hence, Lakoff's drgument has to assume that there is no
distinction between meanings of words and the stereotypes or
theories people have about the things words refer to. On this
assumption, and on this assumption alone, the responses obtained

to the instruction "rank birds as to the degree of their birdiness"
are evidence against meanings being sharp concepts, for these
subjects were not instructred to rank the meanings of "robin",
“chicken”, ete. on a scale of. degree of overlap with the category
‘bird'. But this assumption is, of course, vhat has to be. established
to make an argument against category membership in semantics being
a "yes-or-no matter",

In connection with the second way of interpreting inclusion,
Lakoff also begs the question by assuming there's no:eclear: distinction
between. facts about the meaning of words and facts about the things
words refer to in the world. Note in the first place that Lakoff's
only argument is a i:where—-do—you—cb:aw—-the-liue?" argument, and
that, as a class, such arguments are as fallacious as arguments
that there nust be ghosts because there is no way to prove there
are none. How do we know that the failure to find a fixed answer
to questions like 'In contemporary America, how tall do you have to
‘be to be tall?” is due to the looseness of the boundaries of the
concept that functions in the langiage as the. meaning of "tall" -

heights in contemporary America that makes it wunclear how to apply

the term "tall" in certain "border~line” situations? Obviously,
1

people merge, imperceptibly,. into those of ‘short people.’ But
this assumption is exactly what needs to be established.

Thus;'tbere is no argument against the rationalist view
that the meaning of "tall" and other such linguistic concepts
have sharply defined boundaries. - On this -view,' to say that something
belonging to a certain class is tall is to say that it exceeds
in height the average member of that class, 0" zna the difficulty
in applying “tall" to someone derived from our imperfect knowledge
concerning the average (ot the amount of deviation permitted in
detemmining the relatiom 'x exceeds y') height for the class. To
see this, consider the following two questions. /1 Which has the
greatest height, 4 tall man (not a giant) or eme short mar (not
2 wmidget) standing on the shoulders of another? 'Which is bigger,
one thick noodle or two thim ones stuck together? Almost everyone
asked these questions Teplies easily to the first, saying that
the two short men are higher, but almost everyone has difficulty

C
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in replying to the second question, most saying they -don't know.
The reason is clearly that in the case of the height of men we.have
2 good idea of the average and of the distribucion of heights

.whereas in the case of the thickness of noodles we are much less

well informed (and perhaps it is harder to be adequately informed
here). Thus, it seems reasonable to conclude that the indécision

-experienced in the latter case is due not to any difference in

the degree of vagueness of the words "tall" and "thick" (both are
relative in the same manner) but to our. failure to possess the
critical facts about the world, /2. . : .

How, we wish to consider, first, how well Lakoff's doectrine
of fuzzy concepts handles the meaning of sentences, and second,
how good a theory of truth it offers. As already noted, Lakoff
provides two ways to interpret the meaning of a sentence in terms
of fuzzy concepts. On both, however, the semantic characterization
that sentences receive is fundamentally different from their meaning
in the language. On the first scheme of interpretation, a sesntence
assigning some individuals to a class does so in terms of .z~
coefficient expressing their degree of class membership, and the
coefficient reflects an estimate of the judgments people make
concerniag .how close these individuals come to the ideal represented
by the class.  Thus, on Lskoff's doctrine, senterces such as (30) (a~e)
must be interpreted as asserting that people have a certzin psy-
chological propensity, that they :tend to judge the animals in question
as this or that close to the ideal of ‘birdiness. But these English
sentences assert nothing of the sort. They simply assert that
the animals in question are birds. The point can perhaps be
brought howe more forcefully if we consider what happens when two
people disagree about such a sentence, say (30)(c). On Lakoff's
doctrine, they are disagreeing about the ¢utcome of Heider type
studies on how people judge penguins, when, in fact, they are
disagreeing about:whether penguins are birds, ‘Horeover, if everyone
wrongly believed that penguins are not birds, the party to such
a dispute who .claimed (falsely, from the point of view of the
meaning of thé sentence in English) that penguins are not birds
would be right. )

- Using Lakoff's doctrine to interpret his own assertions
of that doctrine (e.g., that natural language concepts are fuzzy),
we obtain the paradoxical consequence that these assertions must
be understood as claiming that most people tend to agree with
him about these issues. -Hence, since agreement between people
bears no logical relation to what is the case, Lakoff's assertions
become irrelevant to the issue of whether concepts are exact or
fuzzy, since they are about how people will judge such questions
when tested in Heider type studies. -If Lakoff's interpretation
vere employed generally in science, confirmation would be repl-ced
with public epinion polls and argument with propaganda.
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(35) Basketball players‘ ai’e tall

.
S saying that b”ketball players are (On the average.) l_! units

a
from the extreme
3 of tallness in the empirical distribution of peopi '
1 e's”

heights, s

thaf contaf:: :h;iEzglish sentence (35) does not have a.meani
baskerbals playersx q?antity expressing the percentilé th o
cather on findinoare in 1? the distribution of heights ;ﬁ

fopier than 1angua;ew::l;tLaxoff that restricting "trux':hf;:ondig,

v : ences to true, f : ; i
distort the natural language concepté,; ai:eﬁasgdfgzzze::etwill
. : at expanding

truth conditions as
i Lakof e
in natural language. f suggests distorts the meaning of sentences

Finally, what is to b ’ |
degrees 11 . . e said about Lakoff’ i
d gegreeofft::ﬁtéqacc?;dlng to which assertiOQSfO: S:ﬁﬁ;lnf of
Senporee of alway; Egz:Aer the degree of truth of such a ;:i:ft
the clacs seates the saﬁe as the coefficient associated with
Shally gsdgmment nt e object sentence, in which case it i
notion of truth, or i:n:smzﬁzgt::eWEI% Teront, tn o bsolute )
-whole theory of truth becomes inco:egziifrezgasige:hiCZe::ze e
nece

of the f
| form (36). Let "S" be (35) and let us assume basketball
(36) The seﬁtegce S is trﬁe>to degrée K. :

: players are tall to & | ‘
. . egree .9, Th ce v - . R
saying no more ]en’ if K must be .9, w
by saying that ?;?; §§a§r§§3 keﬁ 1 players are in the ggtgrsercentile
temm. On the other hand, PR i orue 18 mot reall 4
; d, iIf K 1 aliy a degree
the Tarski . ” K is different from .
asscriing aegulvalenc?, which is basic to any t;;oz; zgen e ose
entence is eqpivalent to asserting that it ;:uzgu:hat

In this section, we & i ' e
absolute s ave considered Lakoff*
meaning. n;;::: oyfegt’mfaﬁ-cauty and on the absofu:eﬁz:f:nogfthe
major Stﬁmbling’BlocZ:ghgd’ would, if successfui, remové the two
acquisition of 1ineut fD an empiricist effort to explain the
generative sémahtiizii;t:r::z:izgg:. aiies ve have claimed the
ani atter S-inte : emantics controvers
iy furth:iteggsgg:nFer-gevelut%on_within LinguistiCS'anz :zizzzzzzz
and empiriciss witﬁg tpgicontlnuing struggle between retionélism
because his work hasn losophy. We have concentrated on Lakoff
attack on oront ] lfpearheaded the generative semanticist's
the vepan, Erammat ;a ity and meaning, but this should not lead

; 1§v he is atypical of the leading generative
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Tn connection with the absclute noticm of
ent work has the same thrust as Lakoff's
in seeking to replace this absolute notion with a graded notion
of acceptability, but Boss carries the whole business asven further

than Lakoff by making the application of syntactic rules, mewmbership.
ke 'Noumn’, 'Verb', ete., and

of grammatical elements in classes 1i

so forth, all, a matter of degree. We note here that the heart

of Ross’'s argugent is his rejection of Chomsky's conception of
explication in which the unclear cases are decided on the basis

of the rules devised to deal with the clear ones, Ross rejects

this conception because he falsely thinks that it makes the empirical
claim that hazy  incremental phenomena of the kind he analyzes

does not exist when it so tteats unclear cases. He fails to see

that Chomsky's conception makes no such claim, that it simply

fails to treat these phenomena as purely syntactic.

semanticists in this.
grammaticality, Ross's rec

In comnection with absolute noticms in semantics, McCawley's
to be heading toward an extreme contextualist .

which could not avoid conclusions: about semantic
For example, McCawley

recent work seems
theory of mearing,
properties and relations similar to Lakoff's.
writes: :

should be talking about sentence

Tt will develop that I
A 'semantic structure’

tokens rather than sentence types.
will thus specify not the 'meaning' of a sentence but the
Yecontent' of a token of a sentence, e.8., It's raining
will have different 'content' depending on when and where

it is said.
This remark seems to advocate a semgntics in which the'contezt
of utterance determines its semantic representation in the grammar,

so that, for example, as two contexts are more alike (in the
eritical respects?) the sentence tokens occurring in them are

‘more nearly synonymousS-.

5. Distigguishiné Between Grammatical and Non-Grammaticé; Regqlaritieé.

. At the begimning of the previous section, we argued that
Lakoff's views on grammaticality and conceptual structure are
based. on an empiricist conception of the explanatory goals of a
grammar, one quite ciose to Harris's; On this conception anything
that influences the distribution, or co-occurremce patterns, of
morphemes is ipso facto to be explained in the grammer. We also
argued that Chomsky's position contains an alternative, rationalist
conception, but observed that, because it -had been, so poorly developed,
this rationalist conception presented no real obstacle to Lakoff's
reinstituting the traditional tawonomic conception and then applying
it to erode the competence-performance distinetion and to thereby




ﬁormulation of it, on vwhich the goals of a.grammar are taken to

- - - -

Z that of accounting for Speaker’s intuitions about sentence
Structnre, it is necessary to spell out what is meant by "sentence

relations and definitions of them, tha ;

nd de: N at is; on the basis of
:f interpretation, ‘In the pxésent'section: we will try to e:p§2§§ry
n somewhat more detail what thig conception looks Iike on a rich

in a language account for the phonological, Syntactic, .and semanti
Properties of each of its sentencées. The constructio; of gr ¢
thus beginc wigh pretheoretic intuitions about three classgsa:?ars
grammatical pProperties and relations, phonological, éyntactic
;zd semantic. The firs; includes rhyme, alliteration;‘meter,’etc,
e’second word ozdgr;‘agreement relations, ellipsis, part of speech
equlvale?ces? etcs” The third synonymy., ambiguity, meanihglessness
analytic1§y, ete. HMoreover, we also have pretheofetic intuitions ’
that the p@enomena‘judged to be phonological are related to each
other by virtue of their having to do with speech sound that the
p@enomena Judged to be syntactic are related to each otﬁet by
virtue of their having te do with the manner in which Sentences

~are built wp gut of their cpﬁstituents, and that - the - phenomena

Judged to be semangic~are related o each other by virtue of their

in each of these cases, the p ies
roperties and relations are grouped
together (asAphonological, Syntactic, or semantic) on the basis

c On a r§tiq?alist theory{of‘grammar that gives the theory
ol interpretation its proper place,“this’thepry seeks to explicate

these sets of intuitions in tandem with the construction of particular .
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intuitions about the interconnectedness of phonological properties
in terms of a theory of the phonological component, to explicate
intvitions about the interconnectedness of syntactic properties

in terms of a theory of the syntactic component,- and to explicate
intuitions about the interconnectedness of semantic properties

in terms of a theory of the semantic component. The theory of
grammar seeks finally to explicate intuitions of relatedness among
properties of different kinds in terms of the systematie comnections
expressed in. the model of a grammar that weld its components a
single integrated theory of the sound-meaning correlation in a

language.

These remarks are, of course, by way of describing the

'theoretical ideal. But as the theory of grammar makes progress

toward this ideal, it not only sets limits on the construction of
grammars and provides a richér interpretation for grammatical
Structures but it also defines a wider and wider class.of grammatical
properties and relations. in so deing, it marks out the realm

of the grammatical more clearly, distinctly, and securely than

could have been done on the basis of the initial intuitions. As
Fodor has‘inSightfully cbserved, such a theory literally dafines

its own cubject-matter in the course of its progress:

There is then an important sense in which a science has

-to discover what it is about: it does so by discovering
that the laws and concepts it produced in order to explain
cne set of phenomena can be fruitfully applied to phenomena
of other sorts as well., It is thus only in retrcspect that
we can say of all the phenomena embraced by a single )
theoretical framework that they are what we meant, for example,
by the presystematic term "physical event™, "chemical " .
interaction”, or “behavior". To. the extent that such terms,
or their employments, are neologistic, the neologism is
occasioned by the insights thar successful theories provide.
into the deep similarities that underlie superficially
heterogencous events. - .

Therefore, on this rationalist view, our conception of the .
goals of the study of grammar is always a projection from the
present state of linguistic theory to how it will define its
subject-matter in its optimal state. Nonetheless, this conception
provides us with a sowad criterion for properties and relations
that are genuinely grammatical, for deciding whether a new phenomena
should be considered part of the subject of grammar or whether an
old-one, mistakenly assumed to be grammatical, should be excluded
from grammar. This conception supplies the positive side of such
a criterion to supplement Chomsky's proposal that the non-grammatical
phenomena is one whose explanation requires principles concerning
memory, computation time, etc. This proposal clearly needs
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We shall now discuss three other kinds of systematic linguistic
phenomena that are properly handled outside of grammar, on ‘the
basis of the interaction of grammatical principles with principles
from some non-grammatical cognitive theory. In the first case,
we shall try to show that the phenomena can be best explained

it are all required to expli
xplicate th N -
¢ Properties and relations that on the basis of perceptual theory, in the second, we shall try
to show that it can be best explained on the basis of Grice's theory

supplementation, since with amma
seel ™ s .out 2 positive: notion of ‘
B sa;;g "cag only be specified in the somewh;t circfgl‘e .g;-' creal,
8 “and other extra-grammatical matters.”" Thys avl;e ai::lion
. I -obtain

a
f_u[ly general Criterlon now that we can say that wnat makes a

originally devised to ac Y o _and concepts
thyme, alliteration, ell;;;_!: fz: :Peakers s intuitions about of conversational implicature,’’ and in the third, we shall try
ete. ’ ‘r order, synonymy, ambiguity, : to show that it can be explained by the various disciplines in
™ ' : C ’ o psychology that describe the conceptions of things that people
e empirical i . - have, their stereotypes, everyday theories, etc., over amd above
fact that linguistic beg:g:n:: ;,f z;:h a criterion lies in the .the linguistic concepts that serve as the meanings of the words
of grammatical rules and other cogniti remely complex integration that name them. In each case, we shall pick our examples from
rules often play an important rolgn i 1v§ systems, so that grammatical those that generative semanticists have used to argue.for some
themselves grammatical, that is . mat: pienomena which are not-. extension of the theory of grammar. We shall show that each of
.if we fail to distinguish the rc’>1e fetsAo,.f competence. Thus, . these cases is better handled on the model of the Chomsky-Miller
Of grammatical rules in such treatment of the loss of intelligibility in multiply centex-embedded

hybrid phenomena f
L fron that of other gniti isn
bybrid phe poons. fron thet homgeneo'ﬁ:gl;;uve mechanisms, we will sentences, and that the failure to treat them outside gr r has
mis ?benomena. o im e eomomogeneous 1 ;‘m of explanation on led generative semanticists to postulate devices that impute
within the grammar itself i o t for such a hybrid phenomena spurious power to gr Fieal constructions. | |
» this will obstruct ‘the development of a : i} '

simple and revealin
g theory of the gramma
g tical structure of the Cases in which perceptual theory can account for phenomena

“language, since the de

2 mand to intep ; : o

explication of grammatical properif;::tznﬁrindp%es unrelated to the ) that would otherwise require the power of the grammar :to be con-

the rules of .the grammar from properl rel'at:-lons will prevent ) siderably expanded have been explered in the literature of generative
¥ rendering genuine grammatical sementics. They have been hailed as leading to the discovery of

B zal = .
enerali tions about the sound meanlng COIrEIatiOH in the 1angu3ge

constréints.,so and as providing strong evidence for one or another

The classical exam ' .
ple of th :
Separating the contributions of di fze::;lif:;:n;:;t C:;‘:t:’::mtslearly generative semantics model of the organmization of a grammar.
ve a .

llnguistic P!‘EIIOIBena is Ch ¥ and :Mi ler?’ tme: of:the
t1 omsk: B 4
1 s trea ment of: h ‘

unintelligibility of multipl

- ! e -

-made 'two points about suchpsen::;lz:sr :hml?:dEd-sentences. 8 They .group together one class of linguistic examples under the rubric
classifying them as grammatical but erl provide a basis for . : of perceptually suppressed sepse. Conmsider, for example, the
other hand, to rule out such cases ii tgeptually coyzplex. On the (. sentence in (37) which is clearly unacceptable on the reading in .
that it contain a 'recursion counter', - § grammar would require . which 'fiancé' is the subject. Yet, it is parallel in structure
s:éectively sensitive only to those re’czr:;;::’tzfeﬁce that 1s s to the acceptable sentences in (38, 35). Clearly, what
embedded in their surface at are center- ¢ . o :

s fa - - :
involve formal mechani o Denifestation. But such a counter would (37) The friend of my brother's fiancé left town
which no other use’:z i?izstt}flemise mknoin in the. grammar and for 7 B :
er uld be . : -9 . o .
a treatawent of the phenomena g;md . Tl:ms’ Chomsky and Miller sought (38) The fiancé of my brother's friend was discovered to be
sentences outside of the © unintéliigible center-embedded ) : a cat burglar so the friend of my brother's fiancé
theory that predi o Brammar. They sketched a plausible perceptual ‘ left town ~
of center—emgegd:;t:etze dlffic“lty of understanding in the case . eit town
d n ; _ ]
about computation and tfxnci? in ten}ls of performance assumptions (39) 1t was the fiancé of my brother’s ides to give him a.
memory. Hence, the i e limit on information stored in immediate : ) surprise party )
center—embedde:i se:tepniz‘s)nﬁna of loss of intelligibility in multiply ' " :
phenomena, as a matter of azie;::}?f;iﬁt;ed ash a non-grammatical is at issue is the salience of the subsequence '...brother’s fiancé...'.
" o _ rather than grammaticality. Insofar as the general structure surrounding the sequence allows
’ " it to be interpreted as a possessive noun + nmoun sequence the

sentence is blocked from having "fianc€" as its subject. Any




’gcceptable,oge.

tha cas
‘ t such cases be-handled by an 'output constraint'

‘have specific properties. In this case, such an’ out

‘ Jfac1lit§te its interpretation with thar structure.82
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aspect ofAthelsentence'which i ‘

t he s percept & :
f;gm 'fianCe" or emPhaSizes."fiancé"u:;IZh:eg::ggizu:bEOtherrs"
effect: of making the interpretation with "fiancé" as sugiezﬁe

A - an

: Suppose now‘we-requiréd of . . :
‘ v e the grammar tha
these facts.. There 1& no straightforward restrics

the interpretation of c: (39)
: -of"cases like' (39). Basiecall

3 R . . : . y Wha i i

z: :hregtriction on the suirface string, rather th;n-a ie:: :t }ssug
e rules.that produce such strings. Perlmutteriprongzzlon

e 3 . - B A » a ru L
Xamines: final trees in a derivation to make sure'th;t the;edo lc:
¥ no

= : ! ut

:g:igsggsgkn§2§-z;;:gfégzzjng»g_qggﬁlex noun phrase githczn;EEZint
formedness constraints, of cﬁiigz wfvigs e oun. §HCh b

in the power of the grammar, sincé th;} a;:presen§>§nblnc:ease
across tree configurations rather than constgzgzzgaints e,
:ﬁg:c:scgfatransformagional rules, Futthetmore, it ?sﬁgztszizgzural
f w _?nstraints would be sufficient to handle the i

o acceptgb;lity facts exhibited by such cases.’ For e

all the ‘cases in (37-39) would be marked as tnéramm t?xprle’ V

a restriction, yet (39) is acceptable. srieat by such

To treat the phenomena correctly ome couid appeal to the

" ‘perceptual at i vené
) P tractivenéss of the N'sN sequence as an accownt of

Eggdizizzizz gcceptability of sequences that have this property
ffe > Gegrees. However, once such a 4 i
o 3 L s ) a device is formulated
¢ handle the cases of varying acceptability, it obviates the necessity

:'gzztigzrgg:ﬁiziuzgi:same device within the grammar to account for

. certai -ually extreme ‘cases. That is, the accept i

. : > 4 3 abilit
facts ‘can be accounted for and the grammar k;pt freé'o; new thzore—

;i::;ég;::;is on Fhe in;erpreta;ion that all the cases in (37-39) are
§rommatical y agbz%ucus.' The pérceptual Strategy suppresses one

o e rprg ations, 80 1t appears only when other conditions

] sentence such as semantic constraints 'or structural parallelism

inte"rezhifa are several-other cases of such perceptually suppressed
rp ations that have appeared in current literature. Consider,

- for example,; the cases in (40-45), Clearly, they show that relative

clauses can be extraposed
(4?) The.mani likes the gir} w?oi lives in Chi .
‘ (41) ;The idea sgrpriSéd‘the man vhich Harry ﬁroposed

(42) The man left whoy lives in Chi
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(43) The man likes yeur idea who; lives in Chi
{&4) Thg man left who; the girl likes
(45) The man left; the girl likes

so long as there is some property of the string which uniquely
marks thae extraposed- relative as not modifying an immediately
preceding noun phrase. Such cases could again be partially
handled with ‘output constraints’ that would block derivations
without such unique marks. But this too would fail to account

for the intermediate nature of many cases. - Again, the perceptual
principle of local phrase salience could account for the tendency
to misinterpret cases in which relatives are potentially attached
to adjacent nouns, even though that is not their correct structure.
Hence, if such cases as (40-45) are classified as grammatical,
but the case in (40) is classified as unacceptable, by virtue

of perceptual complexity, the grammar does not require added power.

A final case of this type is discussed by Ross and Postal.
They point out that there appears to be a leéft-right constraint
on the surface appearance ’ .

(46) Yesterday John said he will distill the liquor
(47) Yesterday; John said; he distilled the liquor
(48) Yesterday John will say he distilled the liquor

{(49) It was yesterday that John will say he distilled the
“liquor

of time adverbs such that an adverb cannot be displaced to the left
across an intervening verb. Since adverbs are not morphologically
indexed in Fnglish as to the verb they modify, such a comstraint
must refer both to the underlying tree in which the adverb is
adjacent to its verd as well as to any of the surface structure
‘trees which would destroy this property. That is, such a case
would appear to motivate the use of a derivational coanstraint

which states that certain relations between deep and surface trees
cannot exist. Thus, a case like (48) can only be one in which

the adverb-verb tense ezhibits a mismztch and hence is semantically
unacceptable.

Suppose we argued that there is a special case of the
‘phrase-gobbling perceptual rule-—an adverb within a perceptual
" clause modifies the first verb to appear after it. Then such
cases as (46-48) couid be generated freely in the grammar but
would be perceptually interpreted as having the adverb wodify
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the second verb only with difficulty. This formulation correctly.
predicts the acceptability of cases 1ike (49) in which the initial
‘adverb 1s set off into its own surface clauwse, thus removing the
applicability of the adverb~verb attachment ptinciple, and leaving
the adverb free to modify the second verb. Finally, we are now
in a position to explain the acceptability of a case like (50)
as due to the perceptual closure around the first adverb; even

- though it is not in. a Structurally defined clause of its own,
it is in a perceptually distinct clause, . .

(590) Yééterﬁay (paﬁéé):ioﬁn'ﬁill say hé distilled the liquor.

These three cases share a number of characteristics.
First, in each case a range of acceptabilityzlevels across closely -
related structures represeénts a challenge to .grammatical theory
that can only be met within. the grammar by increasing its general
dascriptive power. . At the same time, the basic principles of
phrase and sentence segmentation postulated as part of the mechanism.
of speech perception account for the relative acceptability of the
sentences. This interpretation allows. the assumption that they
are all grammatical, but differentially acceptable as a function
of the ease with which the intended structures are understood.

) It is no doubt the case that the examples we have chosen
are particularly revealing of the effects of the'perceptual
mechanism since they all involve a structure that must be perceived
- despite the appearance of a perceptually more salient structure.
We have emphasized these cases because .the segmentation mechanisms
that explain them have received recent experimental attention.
Several behaviorally based proposals have also recently appeared -
to account. for various aspects of pronominal reference and. quantifier
scope. These phenomena are important because they have been invoked
by generative semanticists as motivating the need for increased
power of grammatical mechanisms. If these proposals. can _be shown
to be based on _independeéntly motivated perceptyal principles then :
the methodelogy we have outlined will succeed in shoving that the: .-
grammar can be kept free of such devices as derivational constraints
sinee the phenomena that would motivate such constraints are in
fact due to the operation of the perceptual mechanism. & e

Now consider an example of the failure to make the distinction:
" between grammatical phenomena in generative semantics and conversa- .
tional phenomena. .In their paper, Gordon and Lakoff propose to
make knowledge of conversational conventiens an integral part of
formal grammar. They write: : B

Our purpose in this paper is twofold:  first, to
outline a way in which conversational principles can begin
to be formalized and incorporated into the theory of generative -§
semantics; and second, to show that there are rules of grammar,

bk
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rules governing the distribution of morphemes in a sentence,
that depend upon such principles. Our strategy for béginning
to incorporate such observations in terms of them is based
on the notions of natural logic and of transderivational
rules.B5 ’ : '

Lakoff and Gordon propose that the grammar contain a set of
"conversational postulates™ formulated on the model of meaning
postulates {conditional statements expressing a logical implication).
Presumably, the conversational postulates will define a class of
implicatures relative to a characterization of a set of contexts.
Thus, in Gordon and Lakoff's example, the sentence (51) uttered

by the duke of Bordello to his butler in a cold room with an open

(51) It is cold in here

window implies a command by the duke for the butler to shut the
window. The ides is baSically that the antecedent of the conversa-
tional postulste will describe a class of contexts and a comsequent
will express an-aspect of a conversational implication. The
attempt to force conversational knowledge into grammar makes it
necessary to include rules that are not required for any other
purpose. In order to explain why a sentence like (52) can
conversaticnally . -

(52) Can you take out the gaxbaga?

imply a requiét to take the garbage out rather than a question
about ability, Lakoff and Gordon introduce the aollowing rule:

(53) ASK (a, b, CAN (b, Q)% -+ REQUEST (a, b, Q)

Thus, the explanation of why the hearer interprets (52) to imply

conversationally a request to take out the garbage is as follows. -
The speaker knows, as part of his/her grammatical competence, .
the rule (53) and also the appropriate context for its appliecation.

Part of the trouble with conversational postulates stems
from difficulties inherent in the rules .they are modelled on,
namely, Carnapian meaning postulates. These are brute force
statements of implicational relations arising from the meanings
of words in the so-cailed extra-logical vocabulary of a language.
They provide no basis to accownt for other semantic properties
and relations that are determined by the same aspects of meaning:
such failures to capture semantic generalizations can only be overcome
by revisions in systems of meaning postulates that convert them
into 2_semantic component in the sense of a dictiomary and projection
rule. : :
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© .. But the biggest- trouble with i '
8ge 0 With.conversational post -
;chge-i:i; unlike meaning postulates, which at least rzpfe:izze:
facts t_haty & grammar -has to accomnt for, they represent j)ragma;‘}’antic
acts at: can be handled by an independently. motivafed system <
oapei of%:::m:r. Tl;e theory of conversational implicature due to
0 eéxplanation of such phenomena Th 1
part of Grice's theory is this.. § . £ ooomeny
€ory -1s. this,  Speakers: attempt to coo
best as. they can to. achieve the aim of a conversation (e?:ratetaoas
s *E*y..

E?‘:g::e;::ti;sl;lenersii:gw t:is. There are certain -brinciples
max; “» ‘that spell out in detail wh ’
it spell : > shat such.
cooperation means. On ‘the basis of these suppositions Grice éxoiains

(s;sn:e:ﬁ:tu:;:red' mzans that proposition in the language nor the
speaker literally said that yositi h
t - sp Proposition on th
:ﬁ;::stg;; cCon;lder gow 2 Gricean theory would handle the "fzzt '
: an be used to make requests without assumi : .
t 101 ng a rul .
in the grammar such as (53) in Gordon and Lakoff, Such an :x:].axia-

ih:eqp::‘ts;i.e? ishtg ex}p:lain how an utterance of (52). can expres;
OF help when the sentence that the wt i '
of expresses only this- ts - atic representation
] \: question in its semantic representati
t .
Another way to.put the fact-to be explained is to zsk whyaié-o-?s

-~ The Gricean explanation.is as : 3
the speal.cer who‘has uttered a token off(()égs?is. o::eﬁhasii‘f that
: :g:pera;;ve.principle and that the listeners assume so tg:oé Yet
) - = s - b E
cne'zpzoni:ig‘ll:;r’iz :gems to be vmla.ting the Grice.an maxim to make
on the oot o ﬁ' cogversation relevant.. This is because
o (oo umption. {:hat- can” has only: an ability sense, the utterance
s to an ablefbodled person appears irrelevant .because. such
:ui?r;zg» seems capabl"e t:"o do a simple. task like-taking the girﬁage
ablé an a:tiy:ustﬂlz_e ,orbvvx.vous ta the speaker that the addressee is.
s tof‘maintai . hus-, if the ?ddreSSEe -and the other listeners
axe cooperat:{-v: t ?.i-r'va‘ssv»tmptl'on that. the speaker is not violating .
1 not peortve g.rn?clple,_, they muss‘ suppase that the. utterance . .
to toke outgth' e ; with tl'xe.. meaning 'Tell:me whether you are able
ootk ot ~the garbage.' But since the addressee can reasonably
pssune h‘ e speaker wants to have the garbage removed from the
©; he or she can maintain the assumption that the speaker is
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not opting out by tresting the utterance as a polite way of making
a2 request to remove the garbage. It is polite because it indicates
to the addressee that the speaker is offering him or her a basis
of declining, namely, incapacity.

) Note that we. can place this case between two more extreme
ones. First (54) and second (55). In connection with (54) in

most coutexts, there is no

(54) Can you untie your shoelace with ‘one hand?
(55) Can you lift the log that is crushing my leg?

reason for the addressee to assume that the speaker has any desirve

to see the shoelace untied im so peculiar a manner, and accordingly
(54) is not normally taken to carry the implicature of a requisition
to do something. (55) on the other hand, is an extreme case on

the other side. Here, the addressee must conclude that the speaker’s
utterance is certainly no mere request for information because

the addressee knows that the speaker, suffering as he is, is in

no position to indulge in irrelevancies.  The speaker obviously
desired to stop the pain by having someone 1ift the log from his

leg and =qually obviously the addressee knows this,  Thus, in the
general case, this implicature exists when there is reason in the
situation for the addressee to think that the speaker wants the
action in question done and doesn't want information about the
addressee's ability to do it. This form of requesting has preference
in situations where it is clearly desirsble for the speaker to '
choose a form that is polite because a negative respoase need not
reflect badly on the addressee. The existence of reason to believe
the speaker has such desires and his expression of them in this
-polite form permits the assumption of a request-implicature as

the simplest way of preservins the supposition that the speaker

is still abiding by the cooperative principle and its maxims.

These -considerations show that the phenomeﬁou can be

handted in a natural way without the introduction of new rules

within the grammar such as (54). - To show this we have made use
of the theory of conversational implicatures which has genmeral
motivation as .an independent component governing .language use.

In addizion, it is clear that within such a theory there are
independent groumds for a general system which interprets requests
for information into requests for action, that ranges well beyond
sentences using "can’'. Conmsider the questions in (56-58), all

of which have a request for information as their literal inter-
pretation, but which are often ordinarily responded to in terms

of actions.

(56) Do ‘'you want to pass the salt?
(57) Do you know your abe's?
(58) Will you shut up?
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Indeed, a literal re - o . .
joke. Such instaheésl}a’r;%:?:;;e‘ll::s;lms would often be & (bad) = - - . close they come to this ideal. The phenomena has been studied
request for informaticn about the iis'tzn:a'sexs@ln Whif:’h‘.avliteral by many psychologists, anthropologists, and socioclogists, angd
responded to by providing the Knowledpe ers. qwledgei is correctly o recently interesting experimental work has been done by Heider.
generally interpreted as g requelt gb itself. Thus;, (59) is . As we have seen above, the latter work was construed by Lakoff
[ h = req t to e told the time, not an - as showing that the standard notion of lexicographical meaning is
(59) Do ybu know what time it is ?' ; too narrow and should be replaced by the breader notion of meaning _
) ’ o S : that reflects the features on which such ratings depend. We saw
inquiry about .the ) _ o also that this proposal replaced absolute concepts with graded
Similarly, the senfle}ig::l;ﬁi?zé;ggg‘;’?tgnce of the listener. ) ones, and further, required the introduction of an entirely new
with the information asked about, r :;m be responded to directly . set of "grammatical principles”, the machinery of 'fuzzy logic'.
to the effect that the listeney i’.nd: dell; than W:f.th Statements : Thus, again, we find ourselves in a situation that fits perfectly
question. - In each case, 'tﬁesé-vques:?; 3: the information in the Chomsky-Miller paradigm. Lazkoff's proposal complicates the
. .impli.catul‘_e"propenies that we used t:ns ;we exactly the same . grammar with such ad hoc machinery and turns it into a compendium
interpretation of (52). The form of exp.ain thg conversational : of information from such subjects as theorize about stereotypes,
- 01 question is polite in the : : without, as we have seen above, extending the semantic componentls

ggg; giéy_zirkrz 'sazhvtréﬁ h?'d get here? (tomorro‘;]) (tyesy ablllty to explain a wider range of properties and relations.
. Know ¥q : . . : i
(62) Do you see anyer:astgz 2}30 kj[lS? (‘m'the table) (%*yes). Unlike the previous two kinds of cases a full theoretical
- 'Why I shouldn't stay? * (it's late) framework which would systematize such facts does not as yet exist,

(*yes
: *yes) i . However, in the literature of anthropology, sociology, and social
sense that the 1iste; y T3 . [ : psychology, one finds the beginnings of a theory of how stereotypes
or lack of knovilédge‘nizt;:: f:ilge Z?e request by pleading: incapacity arise and play a role in our concevtion of the reference of
-each case the interpre‘tat‘icm' has tt};e rect refusal.. Alsv, im ’ lexical items. At this point, such studies have concentrated on
»the listenet has' reasén to beligve tﬁngn—giteral mganing 0‘?137 if T : isolating the factors that influence the stereotype. For example,
2 question specifically about his/he;-a at eisgeak??‘fs not asking ) Sargeant®® has found that the political and economic policies
to have the“information asked ab . capacity, bat in fact wants: : of a newspaper are a direct influence on the character of the
. out, 1f possible ' steregtype developed by its readers. The studies by Katz and
"To treat 5 i . ) - i . Braly show that the stereotype of 'foreign’ is not a function
within the gl‘-mflso-:;gligu;:e il;mllcature facts sketched above’ . of either actual contact with foreigners or direct knowledge of
of the diffetent cbnétmétion ty‘pess:]g;z}?te ad hoc rule for each - . them. Levi-Strauss®® points out that the stereotypical representa-
cature. Clearly; rule (54 applies P can have such an impli- - tion of notions like 'well-cooked meat' are predictable functions
"ecan" in their derivation so that Only to cases which include of genera] properties of the culture in question. .Bettelheim and
for each of the other cases G: da separate rule is required B E Janowitz91 argue that in cases of racial and religious prejudice
-by giving separate rules fo; ca'sr o;l gnd Lakoff recognize this ¢ the stereotype attached to racial labels functions as a justification
_Thus, to treat these phénome s involving will, want and can. : of the aggression produced by feelings of anxiety, frustration
significant generalizatz.énoufg‘are‘:iigizhzzeai;mrhmsses the. A aad deprivation.
forces an incorpor, ' ; at -the same time RS ' g
desires into tg g::;mozr o'-f-jfaf:gual assumptions about a speaker's . We can see from these observations that a stereotype is
. 2 snort, it not only would represent : 7 a function of a complex set of fadétors and that as yet there is

@ vast increase in the ¢
: omain amms ’ N )
o s 'ng gr . s no clear theory about how these factors combire to form the stereotype

the facts, - 'it also would misrepresent
S L . . o C R .attached to a lexical item. But, there is no doubt that some.
The last o g s s . o o day social science will find the appropriate organizing principle
from the viev'wpointg oghih?”;?::izg:?;::na, ;:h_at ¥e proposed to examine ‘ to express the mammer in which such facters combine. Thus, the
concerns the distinction between _gram::.tzl_‘"‘m? for the grammatical = grammar is not required to account for the acceptability differences
Stereotype. The phenomena in uesti crcal meaning and cultural : in (30)(a~e) and is thereby free of the need to have new kinds of
4 on 1s the fact that people B explanatory structures. Rather, we are suggesting that an independently

motivated theory of cultural knowledge will account for such

make judgments about birds, dogs, and many other things in a way
acceptability differences.

th i
an:ttngi::;:es they have a conception of the ideal bird, dog, etc.
c £ Y can rate members of these classes in ‘terms of. how
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dist Tee ‘ £ show how gep, i
completeogéeeg gra;mzar by in?lfxéing within its goa%s :}fzsivifsemtlcs
iy perfomap"c:yi:t ac};:ep.tab;}‘lty.“ ~This assimilation of the‘ !?

e conseq‘;en o the dqtfxaln of Srammaticality has come abp e ena
counte m am;:tgiaim Ae;xilr]l;cist criterion for determiz;.ing :}‘:atat
founts ieal. - a MOSt every paper Lakoff ) feit
s th:u:z;i.on thiat the gxplanatory" goal of a grammarn?sl'{ez e
oL 1an;;2;: thca); i’.;fl—uer}ce the ‘distribution of the mor;hZ;ea:eA
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To tighten this criterion it would be necessary to specify

" antecedently the kind of oddity that does not count as grammatical.

Yet -to do this would re-impose the distinction betwsen “grammatical
source of acceptability orderings" and a non-grammatical source.
Suppose an antecedent specification of the kind cf oddity that -
counts as non-grammatical were to rule out those infuitidns having

to do with the expectations engendered by the rarity of «the sifuvation
in whicl. certain sentences can be used with their standard meaning.
This would automatically exclude a string like (63) froin-the -
category of ungrammaticality. ’ :

(63) 'Y just ate my toes and nose with Hollandaise Sauce.
But, then, this would assume a distinction between grammatical
and non~grammatical determination of the distribution of morphemes.
One such case would constitute the first domino. -Onece it fell,
so would each other domino: next,. conversational bizarreness, next., -
cultural deviance, next, perceptual complexity, etc. That is, the
first such distinction between the grammatical and the non-grammatical
represents a departure from the pure criterion that whatever
systematically influences the distribution of a morpheme is -prammatical.
This departure would raise the question of why other cases that
have just as much. claim to extra-grammatical status are not Ereated
similarly. o

A rationalist criterion of the grammarical rejects the
conception of grammaticality based on principles of distributional
linguistics, as practiced by empiricist, taxonomic grammarians,
from Bloomfield-and Harris to generative semanticists. ‘Instead,-
it is based on the notion of explication, which as we have seen, -
was one of the cornerstones of the Chomskyian revolution in
linguistics. Thus, this criterion must take the form of a principle
that what is grammatical is whatever has to be hypothesized as such
‘in order to. explicate the properties and relations of sentences
that are antecedently comstrued as grammatical. This criterion
assumes that, pretheoretically, as the result of both our intuitions
and the work of descriptive grammariasns of the past, we can identify
certain properties and relations as grammatical, e.g., meter,
rhyme, ellipsis, awbiguity, synonymy, word-order, agreement, etc.,
and thal we can construct principles of grammar to explain them.
These principles assume z simple and revealing form only by excluding
a wide range of phenomena from the category of grammatical (i.e. R
from explanation on the basis of these principles).

- It is the pretheoretic intuition behind linguistic research
that the central problem for grammars is to describe the way speech
sounds are crganized so that representations of meanings can be
associated with them systematically.in a manner that predicts

the phonological, syntactie, and semantic properties of each
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.sentence. Thus, the construction of
intuitions about three classes of
syntactic and semantic. Phonological facts include such properti
and-rglations as rhyme, alliteration, meter, etec. Syntaétic o
_facts'includg word-order, agreement, ellipsis, part of'sﬁeéch

. construction type, etc. Semantic facts include meaninglessness
synonymy,4?n§lyticity and ambiguity. Pretheoretiéally,'phenome;a
listed as 'phomological' are interrelated by virtue of their
having to do with speech sounds: the phenomena listed as ‘syntactic'
as having to do with the manner in which sentences are built
out of their constituents; the phenomena listed as 'éemaﬁtic'up
ai having to-do with che.meagingfpf the. sentences and their composi-
F onal relations to the meaning of their constituents. Therefore
in each of these cases properties are grouped together because ’
they are about the same aspect. of grammatical structure. We also
have the pretheoretic notion that these three kinds of properties
are related to each other as parts of the sound-meaning correlation
expressed in the grammatical structure of sentences.

. The conmstruction.of grammars for natural languas
in tandem with the formulation of a 1iuguistic.thezig?agizng:§§i§gs
theory_;eeks to formulate universal definitions of svntaétic
ggmantic.and phonological properties in terms .of feaiures of,the
structural descriptions of sentences generated in grammars. For
example, linguistic theory defines 'x is well-formed' in terms
,?f ?he existence of. a derivation of x in the grammar. It d;fines
x is fully synonymous with y' in terms of x and y receiving the
. Same semantic representation in every structural descriptibn.
It defines 'x rhymes with y' in terms of an overlap of features
.in terminal segments of x and y in their phonological representa-
tions. . Given general definitions of some gréﬁmatiéal bropérties
_and relations in linguistic theory, linguists construct rules that
generate descriptions of sentences whose formal structure instantiates

.. the defining féatures of these phonoloegical.
detiuitions: :,' = phonolog cal,"syntactic, and semantic

The rati?nalist;conception;of-the aims of grammars is based
. on the way in whlsh definitiocns of grammatical properties function
in an interpretation.of the formal transformational model. :

On this conception, ‘the development of. 1i istic-
sets limlits on the construction:of gragzzrs a:dlézggizzzcazhgg:Zr—
pretation of grammatical structures. Progress towards a fuller
understanding of grammatical structure may then come in the
development:of further definition of grammatical properties in
-.linguistic theory. . . T , .

‘The~issue;between the rationalist,and the empiricist
conception of the domain of grammar is an empirical.oné. Cur

[ ,gtgm?ays‘begins with pretheoretic
grammatical properties, phonological,

~
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estimate of the evidence at present, is that it heavily confirms

the rationalist strict separation of grammatical phenomena ia the
traditicnal sense from extra-grammatical phenomena. We choose

the three cases discussed shove because they have been the basis

for the generative semanticists attack on the rationalist distinction
between grammaticality and acceptability. In each case, we have
shown that the rationalist program can not cinly deal with the
phenomer:a brought up but does it in a more satisfactory way.
ioreover, as we have already indicated, the generative semanticist’s
criterion leads to a theory that rapidly becomes a study and
compilation of everything. But a compilation of everything is a
science of nothing: the advantage of the rationalist program,

then, is that by distinguishing different contributions to linguistic
behavior explanation in_té}ms;of appropriate principles becomes
possible in each case. Such an explanation would not be possible
within a homogeneously grammatical account of everything, even

_if there were normally different rules for each kind of extra-

grammatical fact {e.g., one kind for conversational facts, one for
perceptual facts, ete.).

Sucu a system might simply be a notational variant of the
rationalist proposal, in which case the grammaticality-extra-
grammaticality distinction would be substantively maintained but
expressed in different terminologv. But if such a system were
not simply a notational variant, it would make false claims about
the extra~grammatical phenomena that it deals with in terms of
“srammatical™ rules. For example, in the case of multiple center
embeddings these rules would incorrectly categorize as syntactic,
the psychological apparatus that limits the load on immediate
memory; in the case of conversational implicature they would incor-
rectly categorize as grammatical principles the maxims of action
like. Grice's maxim that participants im talk exchanges try to.
say only what is true and what they have evidence for; in the
case of concept determination they would incorxrectly categorize
as semantic structures the sterectypes that people have about the
things words refer to.

We have described how an empiricist interpretation is
being imposed on the formal model of grammar. It is happening
in three stages. The first stage was the transformational gram—
marians’' neglect of a theory of the interpretation of the formal
structures of grammar. This set up the conditions for a return
to empiricism by making generation in a grammar the critical
formal property with an empirical interpretation-—'grammaticality’.
This made it appear that the rationalist interpretation of grammax

 rested entirely on the gremmatical/non-grammatical distinction.

The second stage in the return to empiricism is the direct
attack on this distinction. This attack attempts to relativize
¢
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grammaticality to presuppositions which i
- ] upp ions. in turn i
the spe;ker's system of contingent beliefs. 1In :igsrsiatIZE c
ﬁ::fizt ;al/nonrgfammatical_ﬂistinction is replaced.by ngraz.d
no 00 ©I grammaticality in which the beliefs of speakers . i
e position of each sentence on the gradient : T ceveryine

) The latest Stage is the eépansion oF R .

et 1 S LS 1 e e o pramar

opened the u vgzammatical phenomena to contingent belief systems

psycholo icaiy or the connection of grammar to any systematic

featuresgof > Pragm?t%c,and cultural factors that determine
acceptability. N )

Thi : ity di fon
by an attac; attacﬁ_on the grammaticality distinction was complemented
T oprack on. other categorical distinctions within a’ grammar
hus, e distinetions offeraed to linguistic description by.

the rationalist 111terpretat10n of grammar are bein replace b
g pia d v

These three sta; 4 : ' ) i
ges constitute. P
the folloving sense. The int 2 return to empiricism in

ernalized grammatical rule
s ) ? s
zpisﬁiiya:: :ot g;gferentiated-from contingent beliefs §§u:
at would explain the acquisiti £ i g <
not have to account forlli‘ i Logieat comecriies does
nguistic or logical comn iomn:
not ections., Tt
ca tg:pzzsuizizgz sa?e ?riQCipIeS'Of learning that are appropriate
t n 0L contingent. beliefs about the w
e ac e world. Since
tizyrmsitts gelieve they can handle the acquisition of the latter.
welcome the advent of Generative Semantics ’
s thgtbziizg be thought that the fact that Gemerative Semantics
cas intractiblén' or empiricists is irrelevant; since their burdens -
Hepipiracti andlzezzzs::;e; fgwe;er, the existence of categorical
ruths has always been th i :
in _and essar e e ultimate :
neiesszzaigalns:‘emplrlclsm. A proof that they do not exist would -
hocess o rethlnking.many aspects of such traditional arguments
pDSitiignbyngly,.empirlcists have always tried to estsblish their.
rguing against such comcepts.?3 Th it i
? . us, it is cle
bZ?ﬁe::ei:~?on:§?ts are the eritical issue in the ::otitroversyar
7 tlonalists: and empiricists. Fort '
1 1 S | e . tel; i
Semantiecists have not proven th inetions ao eorive
n } at such distinctions do no
However, we have showa that their viewpoint is moving tdw:r::iSt'

this claim. Caveat iector.

- with the theory in ¥atz, J. J. and Postal, P.
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